
5.1        Jointly Distributed Random Variables 
 

One random variable  X:  a function from the sample space S into the set of real numbers  R. 

Two random variables defined on the same sample space  (X,Y):  a function from the sample space S 

into the plane   R2 

           (X,Y) 

                         s   

 

If the set of possible values of (X,Y) is countable (in particular if each X and Y are discrete), then the 

joint distribution of (X,Y) is called discrete.  

 

If the set of possible values of (X,Y) is R2 or a region in  R2  and (X,Y)  have a joint probability density 

function,  then the joint distribution of (X,Y) is called continuous.  

  



Two Discrete Random Variables 

 

Example 1. Joint probability table  

 

Here  P(X = 100 and Y = 100) =  0.10  and  P( X+Y ≥ 300) = P((X,Y) ∈ 𝐴) = 0.65.  



 

pX(x) = P(X = x)  is the pmf of  X, pY(y) = P(Y = y)  is the pmf of  Y.  

Example 1 cont.  Marginal distributions:   Find the distribution of Y 

          pX(x) 

          0.50 
          0.50 

         pY(y)       .25         .25           .50 

Conditional distributions   are defined as   

𝑝𝑌|𝑋 (𝑦|𝑥)  =  𝑃(𝑌 = 𝑦| 𝑋 = 𝑥) =  
𝑃(𝑌 = 𝑦 𝑎𝑛𝑑  𝑋 = 𝑥)

𝑃(𝑋 = 𝑥)
 

𝑝𝑋|𝑌 (𝑥|𝑦) =  𝑃(𝑋 = 𝑥|𝑌 = 𝑦) =  
𝑃(𝑋 = 𝑥 𝑎𝑛𝑑  𝑌 = 𝑦)

𝑃(𝑌 = 𝑦)
. 

 

Example 1 cont.  Find the conditional distribution of  Y, given that  X = 250, and compute E(Y|X=250) 

 

 E(Y|X=250) = 0 × 0.1 + 100 × 0.3 + 200 × 0.6 = 150 y 0 100 200 

pY|X (y|250) 0.1 0.3 0.6 



 

Two Continuous Random Variables 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 



Properties of joint pdf: 

1. 𝑓(𝑥, 𝑦) is defined for every real x,y    

2. 𝑓(𝑥, 𝑦) ≥ 0 

3. The set  𝐷 = { (𝑥, 𝑦) ∈ 𝑅2:  𝑓(𝑥, 𝑦) > 0 } is the set of all possible values of (X,Y) 

4. ∫ ∫ 𝑓(𝑥, 𝑦)𝑑𝑥 𝑑𝑦 = 1
∞

−∞

∞

−∞
 

 

fX(x) is the pdf of  X, fY(y) is the pdf of  Y.  

 



 

 

 

Example (example 5.5, p. 197) .    

 

                       Let   

 

  

A 



 

1. Find the probability  P( X+Y ≤ 0.5) = P((X,Y) ∈ A) 

 

P( X+Y ≤ 0.5) =  

 

2. Find the pdf of X 

 
3. Find the pdf of Y   𝑓𝑌(𝑦) = 12 𝑦 (1 − 𝑦)2,       0 ≤ y ≤ 1 

4. Are X and Y independent?    No,  𝑓(𝑥, 𝑦) ≠ 𝑓𝑋 (𝑥)𝑓𝑌(𝑦) 

5. Compute  P(Y > 0.5| X = 0.25).  

𝑓𝑌|𝑋(𝑦|0.25) =  
𝑓(0.25, 𝑦)

𝑓𝑋(0.25)
=  {

32

9
𝑦           𝑖𝑓     0 ≤ 𝑦 ≤ .75

0                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

Hence 

 𝑃(𝑌 > 0.5|𝑋 = 0.25) =  ∫ 𝑓𝑌|𝑋(𝑦|0.25) 𝑑𝑦 = ∫
32

9
𝑦 𝑑𝑦 =

5

9 

0.75

0.5

 

∞

0.5

 

6. Compute  E(Y| X = 0.25)  

𝐸(𝑌|𝑋 = 0.25) =  ∫ 𝑦 𝑓𝑌|𝑋(𝑦|0.25) 𝑑𝑦 = ∫
32

9
𝑦2 𝑑𝑦 =

1

2 

0.75

0

 

∞

−∞

 

 



5.1 EXERCISES 

 

 

 

e. Compute  P(X ≥ 15 | Y = 20) 

f. Determine the conditional pmf of Y, given that X=15. 

g. Compute E(Y|X=15) 

 

 

ANSWERS: 

 a. Compute row and column sums on margins of the table 

 b. 0.25,  c.NO, d. 36.05, e. 9/11, f. ,1, .2, .7 

 
 

 

 

 
 
 
 
ANSWERS:  
a. fX(x) = e-x,  x>0; fY(y) = 1/(1+y)2,  y>0;  
b.NO 
c.0.2998   



More than Two Random variables 

 

 


