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Recent advances in quantum theory on
ro-vibrationally inelastic scattering

Dongzheng Yang, a Hua Guo *a and Daiqian Xie *bc

Molecular collisions are of fundamental importance in understanding intermolecular interaction and

dynamics. Its importance is accentuated in cold and ultra-cold collisions because of the dominant

quantum mechanical nature of the scattering. We review recent advances in the time-independent

approach to quantum mechanical characterization of non-reactive scattering in tetratomic systems,

which is ideally suited for large collisional de Broglie wavelengths characteristic in cold and ultracold

conditions. We discuss quantum scattering algorithms between two diatoms and between a triatom and

an atom and their implementation, as well as various approximate schemes. They not only enable the

characterization of collision dynamics in realistic systems but also serve as benchmarks for developing

more approximate methods.

1. Introduction

Collision-induced energy transfer between molecules plays a
key role in many gas phase environments, such as interstellar

clouds, combustion flames, atmospheres, as well as plasmas.
The impact of these nonreactive events on chemical kinetics,
particularly those with pressure dependence, is well known and
has been extensively investigated.1–5 For molecules, energy
transfer could involve all available nuclear degrees of freedom
(DOFs), such as vibration, rotation, and translation,6 thus
requiring a full-dimensional treatment. Due to the quantum
nature of molecules, the ultimate understanding of collisional
energy transfer dynamics with quantum state resolution
demands a quantum mechanical description. These exact
quantum mechanical studies provide benchmarks for
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developing approximate methods such as quasi-classical7,8 and
semi-classical methods.9

Experimental research of quantum state-resolved molecular
inelastic collisions has a long history, with the early studies
mainly focusing on weak (van der Waals) interacting systems.10

There have been a plethora of experimental measurements of
cross sections and rate coefficients of inelastic collisional
energy transfer, with selected initial quantum states.11–13 These
state-resolved kinetic experiments have led to simple rules of
thumb, such as the energy gap law14 and angular momentum
gap law.15 The former stipulates that the most efficient transi-
tions are scattering which roughly preserves the total internal
energy, while the latter further argues for the conservation of
the total rotational angular momentum during the collision.
These gap laws have been shown to work well for many systems
in which the collision is dominated by repulsive walls and weak
interactions.

With rapid advances in crossed molecular beam and laser
techniques, more attention has been shifted to dynamics of ro-
vibrationally resolved energy transfer,16–19 beyond rate mea-
surements. Recent advances have been made in understanding
collisions with molecules in highly excited vibrational
states.20–23 Additional insights are obtained from the scattering
of molecules that are oriented or aligned, which provided
valuable insights into stereodynamics.24–28 The orientation
and alignment of molecules can be realized by lasers or external
fields, in addition to the internal state selection. These more
detailed experiments challenged theory by providing stringing
tests of the interaction potentials.

More recently, there is also increasing interest in cold and
ultracold collisions.27,29–31 The low collision energy results in
the involvement of one or a few partial waves, approaching the
Wigner threshold limit.32 The small number of partial waves
amplifies the dominance of resonances supported by the
attractive region of the interaction potential. For example,
collisions between H2 and HD near 1 K exhibit clear signatures

of shape resonances,33,34 supported by the weak intermolecular
potential and the centrifugal barrier with the L = 2 partial
wave.35 In the meantime, the long de Broglie wavelength
enables facile tunneling under a barrier, even for heavy parti-
cles, as observed in the ultracold (250 nK) collision between
KRb molecules.36 Hence, a quantum mechanical description
becomes a necessity in these regimes.37–40

Despite impressive progress in experimental studies, theo-
retical determination of energy transfer cross sections and rate
coefficients remains extremely challenging. Theoretical inves-
tigations from the first principles not only complement experi-
mental studies but also are valuable in making accurate
predictions and in understanding the microscopic energy
transfer mechanism. A quantum characterization of elastic
and inelastic scattering is often formulated within the time-
independent coupled channel (TICC) approach.41–43 The com-
monly used rigid-rotor approximation for atom–diatom
systems,44 which freezes the vibrational DOF of the diatomic
molecule, is quite good at low energies with low-lying vibration
levels. Further extensions of the TICC approach, such as those
involving open-shell molecules,45–47 have enabled quantitative
comparisons with experimental results.21,48–54 There are several
TICC scattering codes available for atom–diatom nonreactive
collisions, including MOLSCAT55 and HIBRIDON.56 It needs to
be emphasized that TICC is ideally suited for cold and ultracold
scattering processes,37,57 which involve long de Broglie wave-
lengths and slow collisions, both resulting in significant
numerical challenges to wave packet (WP) based methods.

Non-reactive scattering between atoms and diatoms is well
understood. Recent advances in atom–diatom scattering have
mostly been in the construction of accurate potential energy
surfaces (PESs). For most systems, the coupled cluster with
singles, doubles, and perturbative triples (CCSD(T)) method58

is sufficiently accurate to reproduce most experimental results.
The more accurate CCSDT(Q) (with non-perturbative triples
and perturbative quadruples) method was shown to improve
the agreement with the experiment.54 In some cases, however,
multi-reference methods59 are needed to map out the PESs,
particularly in cases involving highly stretched bonds or bond
breaking/forming.60 Recently, various machine learning meth-
ods have been successfully used to develop PESs from discrete
ab initio data with high fidelity.61 The combination of high-level
electronic structure theory and machine learning has enabled
the accurate construction of global PESs for scattering contain-
ing 3–7 atoms.62–65 Because of the recent experimental
advances in preparing highly excited vibrational levels in
molecules, PESs with all degrees of freedom are desired for
studying the corresponding scattering dynamics.

The availability of high-dimensional PESs and experimental
data challenge quantum scattering theory to go beyond the
atom–diatom limit. The involvement of more than three atoms
enables the investigation of scattering dynamics with signifi-
cantly more complexity, but it is more rewarding as they
provide benchmarks in testing concepts, models, and approx-
imate theories for energy transfer. Full-dimensional TICC codes
for diatom–diatom non-reactive scattering have been
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developed, notably the TwoBC code.66 However, quantum
scattering theory scales exponentially with the dimensionality
of the system and is challenging to implement. Until very
recently, full-dimensional TICC calculations have been
restricted to diatom–diatom systems, although the rigid-rotor
approximation has been more widely used in reduced dimen-
sionality studies of rotationally inelastic scattering. Even for
diatom–diatom systems, mostly reported full-dimensional
TICC calculations involved at least one H2 or its isotopic
substitutes,35,67–76 because the large rotational and vibrational
energy gaps minimize the size of the numerical dimension of
the matrix needed to be inverted in the TICC calculation.

In this Perspective, we will discuss some recent progress in
full-dimensional TICC treatments of nonreactive polyatomic
scattering. One such advance is the introduction of approxima-
tions that can significantly reduce computational costs while
maintaining accuracy.77–79 These approximations allowed full-
dimensional quantum investigations of diatom–diatom scatter-
ing beyond light diatoms such as H2.80 In a recent study of the
HF + HF scattering, for example, it was shown that the
hydrogen-bond interaction between the two collision partners
is responsible for the breakdown of the energy gap law, because
the relatively deep potential well allows fast energy flow
between the two molecules in the collision complex.80 Another
significant development is the recent progress and implemen-
tation of state-to-state quantum scattering theory for treating
non-reactive atom–triatom scattering.81 The developed full-
dimensional quantum scattering codes82 allowed for the first
time the full-dimensional quantum scattering in atom–triatom
systems, and the results greatly deepened our understanding of
energy transfer involving a polyatomic molecule and allowed
the test of empirical rules of thumb such as the energy and
angular momentum gap laws.79,81,83 Finally, the TICC codes
have been extended to the statistical limit, in which capture
dynamics is treated exactly.84 Such a statistical quantum model
enables the investigation of both non-reactive and reactive
scattering in the limit of a long-lived collision complex, in
which the energy is completely randomized.85,86 This model
has been successfully applied to the ultracold reaction KRb +
KRb - K2 + Rb2.84,87

2. Quantum scattering

Since the TICC approach requires the inversion of a matrix, the
CPU cost scales as N3 (N is the number of basis functions or
matrix dimension).88 This steep scaling is also compounded by
the memory requirement that scales as N2. In contrast, the WP
approach, which solves the time-dependent Schrödinger equa-
tion or its equivalent as an initial value problem, has a much
better scaling as BN log N.88 However, for cold and ultracold
scattering, WP is disadvantageous because of the large number
of grid points for damping the de Broglie wave with long
wavelengths using an absorbing potential and the long propa-
gation time due to the slow-moving wave packet. These pro-
blems are not present in the TICC approach, making it a prime

choice for studying such systems.39,40 Despite some recent
progress in the WP approach,89–91 we focus in this Perspective
on reviewing the TICC-based methods and the applications to
some prototypical non-reactive collisions.

2.1. Hamiltonian, basis sets, and matrices

For non-reactive scattering, one can work with a single set of
coordinates as no chemical bond is broken. To start with, three
coordinate frames are introduced. For an arbitrary two-body
scattering problem (X + Y), the Z axis of the dimer-fixed (DF)
frame is specified by two Euler angles (a, b) with respect to the
space-fixed (SF) frame, which is along the inter-monomer

vector
-

R. As shown in Fig. 1, three Euler angles $i � ai; bi; gið Þ
(i = X or Y, and the same notations are used hereafter) are used to
specify the monomer-fixed (MF) frame with respect to the DF one,
respectively for two monomers. In the absence of an external field,
after the translational DOFs are removed, the Hamiltonian of the
system in the DF frame can be written as (throughout this review,
atomic units (h� = 1) are used unless stated otherwise),

Ĥ ¼ � 1

2m
@2

@R2
þ J� jX � jYð Þ2

2mR2
þ ĥX þ ĥY

þ DV R; $X; qX; $Y; qYð Þ; (1)

where R is the distance between two centers of mass of the X and Y

monomers and m is the corresponding reduced mass, m ¼ mXmY

mX þmY
. J

Fig. 1 Frames and coordinates used for intermolecular DOFs of two-
body scattering problems. Black axes and labels show the dimer-fixed (DF)
frame, red ones show the monomer-fixed (MF) frame, and blue labels
show the corresponding Euler angles between the two frames.
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is the total angular momentum of this system, which is con-
served during the scattering process. ji is the total angular
momentum of a monomer. For a closed-shell molecule, ji is the
rotational angular momentum, while for an open-shell one, the
rotational angular momentum and the electronic spin and/or
orbital angular momenta are coupled to be ji. ĥi is the Hamil-
tonian of the monomer. DV is the interaction potential between
two monomers as a function of R, MF orientations $i; and
intra-molecular coordinates qi. L = J � jX � jY represents the
orbital angular momentum.

Substituting eigenfunctions of ĥi, i.e., the basis set, into the
time-independent Schrödinger equation produces the coupled
channel (CC) equations. The CC equations can be propagated
using a log-derivative propagator to the asymptotic region R =
Rasy, where the scattering matrix (S-matrix) is extracted. The S-
matrix contains all dynamics information that can be used to
generate experimentally measurable attributes. The log-
derivative propagation and S-matrix extraction are independent
of the scattering problem and well established,88 so no details
are given here. Below, we review the Hamiltonians, basis sets,
and corresponding matrix elements for diatom–diatom and
atom–triatom systems. We will focus on closed-shell atoms/
molecules.

2.1.1. Diatom–diatom systems. For diatom–diatom sys-
tems, the one-dimensional (1D) Hamiltonian of a diatomic
monomer depends on its bond length ri,

ĥi rið Þ ¼ �
1

2mi

@2

@ri2
þ ji

2

2miri2
þ Vi rið Þ; (2)

where mi is the reduced mass of that diatom and Vi(ri) is the
diatomic potential energy. Conventionally, monomer X is
placed onto the XZ plane of the DF frame so that
$X ¼ 0; bX; 0ð Þ, $Y ¼ aY; bY; 0ð Þ, and the interaction potential
is a function of six variables as DV(R,rX,bX,rY,aY,bY).

The total scattering wavefunction is expanded as,

CJMe ¼
X

vXvYjX jY jXYK

FJe
vXvY jX jYjXYK

Rð Þ vXjXvYjYjXYK; JMej i

¼
X

vXvYjX jY jXYK

FJe
vXvY jX jYjXYK

Rð Þ FjX jY
vXvY

��� E
jXjYjXYK; JMej i:

(3)

The ro-vibrational eigenfunctions of diatoms rX; rY

��� FjX jY
vXvY

D E
�

rX

��� wjXvX
D E

rY

��� wjYvY
D E

where wjivi

��� E
satisfy ĥi wjivi

��� E
¼ Ei wjivi

��� E� �
serve

naturally as the vibrational part of the basis set. Numerically,
they are represented using potential optimized discrete variable
representation (PODVR),92 which provides a natural and effi-
cient means to evaluate the interaction potential matrix dis-
cussed below. On the other hand, the parity-adapted angular

basis is given as follows,

jXjYjXYK ; JMej i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 2dK0

p JMKj i jXjYjXYKj i½

þe �1ð ÞjXþjYþjXYþJ JM �Kð Þj i jXjYjXY �Kð Þj i
i
;

(4)

where

ha,b|JMKi � DJ
M,K(a,b,0)* (5)

is an element of the Wigner rotational matrix,93 e is the system
inversion parity, p � e �1ð ÞjXþjYþjXYþJ is the total parity of a
basis function, M and K are the projection of J onto Z axis of the
SF and DF frames, respectively. The coupled angular basis has
the following form

jXjYjXYKj i ¼
X
O

jXOjY K � Oð Þ j jXYKh i jXOj i jY K � Oð Þj i;

(6)

where h� � �|� � �i is a Clebsch–Gordan coefficient and

bX j jXOh i � YO
jX

bX; 0ð Þ

aY; bY j jY K � Oð Þh i � YK�O
jY

bY; aYð Þ
(7)

are spherical harmonics functions with the Condon–Shortley
phase factor.93 Here, jX and jY are coupled to give jXY and
|jXjYjXYKi is thus the shared eigenvector of jX, jY, and jXY. In this
representation, K is restricted to 0 r K r Kmax for p = +1 and
1 r K r Kmax for p = �1, where Kmax = min(J,jXY).

With this basis set, the corresponding CC equations have
the following form,

d2

dR2
þ k2vX jXvY jY

� �
� FJe

vjK Rð Þ

¼
X
v0 j0K 0

2mVJe
v0j0K 0;vjK Rð Þ þ 1

R2
UJe

v0j0K 0 ;vjK Rð Þ
� 	

FJe
v0 j0K 0 Rð Þ;

(8)

where v � (vXvY) and j = ( jXjYjXY) are collective indices denote
the vibrational and rotational quantum numbers, respectively.
Six quantum numbers (vXvYjXjYjXYK) label a scattering channel
and four (vX,jX;vY,jY) label a combined monomer internal state
(CMIS), which is the combination of internal states for the
monomer before or after the collisional scattering and is
collectively denoted as x below. Similarly, the notation (vX; vY)
is used to label a combined vibrational state (CVS) below.
kvX jXvY jY ¼

ffiffiffiffiffiffiffiffiffiffi
2mEc

p
is a channel wave vector with collision energy

Ec = E � EX � EY and E is the total energy of this system.
The centrifugal matrix U has an analytical form,

UJ
v0j0K 0 ;vjK ¼ dv0vdj0j dK 0K J J þ 1ð Þ þ jXY jXY þ 1ð Þ � 2K2


 ��
�dK 0;Kþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dK;0

p
lþJKl

þ
jXYK
� dK 0 ;K�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dK ;1

p
l�JKl

�
jXYK

o
;

(9)

where l�mn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m mþ 1ð Þ � n n� 1ð Þ

p
. Note that this matrix is tri-

diagonal for the helicity index K, in which off-diagonal ele-
ments account for the Coriolis coupling. The elements of the
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interaction potential matrix, which is diagonal in K,

Vv0j0K 0;vjK ¼ dK 0K F
j
0
X
j
0
Y

v
0
X
v
0
Y

 ���� j
0
Xj
0
Yj
0
XYK

0 DVj
��� jXjYjXYK

D E
FjXjY

vXvY

��� E
(10)

are evaluated by quadrature. This represents the most intensive
numerical step in the calculation.

2.1.2. Atom–triatom systems. For atom–triatom systems,
the triatomic molecule is designated as monomer X. Since
closed-shell atoms have neither rotational angular
momentum (jY = 0) nor internal structure (qY = 0), the
Hamiltonian is now written as,

Ĥ ¼ � 1

2m
@2

@R2
þ J� jXð Þ2

2mR2
þ ĥX þ DV R; $X; qXð Þ: (11)

In our recent publication,81 we chose Radau coordinates qX �
(r1,r2,y) to describe the internal geometry of the triatomic
molecule, where r1 and r2 are the two Radau radial variables
and y is the angle between them. This coordinate system is
well-suited for describing the vibrational modes, and amenable
to an adaptation of the exchange symmetry in ABA-type
triatoms. In this coordinate, the Hamiltonian of monomer X is

ĥX = ĥ1 + ĥ2 + T̂y + Vres, (12)

where the one-dimensional (1D) reference Hamiltonians are,

ĥ1 r1ð Þ ¼ �
1

2mA

@2

@r12
þ V1 r1ð Þ;

ĥ2 r2ð Þ ¼ �
1

2mC

@2

@r22
þ V2 r2ð Þ:

(13)

Here, mA and mC are the mass of atoms A and C, respectively.
The reference potentials are obtained from the monomer’s
potential energy (VX) with other relevant DOFs fixed at the
triatomic equilibrium geometry:

V1 r1ð Þ ¼ VX r1; r2 ¼ r2;eq; y1 ¼ y1;eq
� �

;

V2 r2ð Þ ¼ VX r1 ¼ r1;eq; r2; y1 ¼ y1;eq
� �

:
(14)

The residual potential is thus Vres(r1,r2,y) = VX(r1,r2,y) � V1(r1) �
V2(r2). The ro-vibrational kinetic energy operator Ty can be
found in the work of Wang and Carrington.94

In order to obtain the eigenfunctions of ĥX, one can choose
an appropriate primitive basis set to expand them,

jXtK; JMej i ¼
X
w

TjXK
wt wjXK ; JMej i; (15)

where w � ( jyOv1v2) is the collective index of the primitive basis
and t labels a ro-vibrational state of the triatomic monomer X.
The parity-adapted primitive basis functions are,

|jyOv1v2jXK;JMei = |Fv1v2
i|jyOjXK;JMei. (16)

The angular part is given as follows

jyOjXK;JMej i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ2dK0dO0
p

� jyOjXK ;JMj iþe �1ð ÞJ jy �Oð ÞjX �Kð Þ;JMj i
h i

;

(17)

where jy is the rotational angular momentum quantum number
corresponding to y. Other quantum numbers are defined
similarly to those in the diatom–diatom case discussed above,
except for the total parity p � e(�1)J. The unsymmetrized
angular functions are in the direct product form:

|jyOjXK;JMi = |JMKi|jXKOi|jyOi, (18)

where

bY; gY j jXKOh i �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2jX þ 1

4p

r
D jX

K ;O 0; bX; gXð Þ�;

y j jyOh i � YO
jy
cos yð Þ:

(19)

where YO
jy
cos yð Þ is a normalized associated Legendre polyno-

mial. The radial part of the primitive basis functions can be
written as a direct product of the eigenfunctions of two 1D

reference Hamiltonians r1; r2
�� Fv1v2

� �
� r1 j v1h i r2 j v2h i; where

ĥ1 v1j i ¼ E1;v1 v1j i;

ĥ2 v2j i ¼ E2;v2 v2j i:
(20)

In this representation, K is restricted to non-negative integers,
and K = O = 0 terms only survive for the p = +1 case. Within
these unsymmetrized primitive basis functions, the non-zero
matrix elements of the monomer Hamiltonian are evaluated by

wjXK ĥ1 þ ĥ2

��� ��� wjXKD E
¼ E1;v1 þ E2;v2 ;

j
0
yOv

0
1v
0
2jXK T̂y

�� ��� jyOv1v2jXKD E
¼ d

v
0
2
v2
B
v
0
1
v1
þ d

v
0
1
v1
C

v
0
2
v2

� �

� 1

8
d
j
0
y jy

jX jX þ 1ð Þ � O2

 �

þ d
j
0
y jy
jy jy þ 1ð Þ

�

þ1
4
jX jX þ 1ð Þ � 3O2

 �

E
j
0
y jyO

�
;

j
0
y O� 1ð Þv 01v

0
2jXK T̂y

�� ��� jyOv1v2jXKD E

¼ 1

4
d
v
0
2
v2
B
v
0
1
v1
� d

v
0
1
v1
C

v
0
2
v2

� �

� l�jXO 2O� 1ð Þ G�
j
0
y jyO
�D�

j
0
y jyO

� �
� 2d

j
0
y jy
l�jyO

� 	
;

j
0
y O� 2ð Þv 01v

0
2jXK T̂y

�� ��� jyOv1v2jXKD E

¼ 1

16
d
v
0
2
v2
B
v
0
1
v1
þ d

v
0
1
v1
C

v
0
2
v2

� �

� l�jXOl
�
jX O�1ð Þ 2F�

j
0
y jyO
�H�

j
0
y jyO

� �
;

(21)
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where the various matrix elements are,

B
v
0
1
v1
¼ 1

2mA
v
0
1

1

r12

����
���� v1

 �
;

C
v
0
2
v2
¼ 1

2mC
v
0
2

1

r22

����
���� v2

 �
;

D�
j
0
y jyO
¼ YO�1

j
0
y

cot yj
���� YO

jy

 �
;

E
j
0
y jyO
¼ YO

j
0
y

1

1þ cos y

����
���� YO

jy

 �
;

F�
j
0
y jyO
¼ YO�2

j
0
y

1

1þ cos y

����
���� YO

jy

 �
;

G�
j
0
y jyO
¼ YO�1

j
0
y

1

sin y

����
���� YO

jy

 �
;

H�
j
0
y jyO
¼ YO�2

j
0
y

���� YO
jy

 �
:

(22)

All these integrals are evaluated by either PODVR or Gauss-
Legendre quadrature. The residual potential matrix

w0jXK Vresj j wjXKh i ¼ dO0O F
v
0
1
v
0
2

j
0
yO

D ���Vres r1; r2; yð Þ jyOj i
��� ��� Fv1v2

D E
(23)

is evaluated by quadrature. One can then calculate the parity-
adapted Hamiltonian matrix elements by transforming from
those in terms of the unsymmetrized basis functions,

O0 j Oh iK¼0;e ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dO00

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dO0
p O0 j Oh i þ e �1ð ÞJ �O0 j Oh i

h i
;

(24)

where other irrelevant quantum numbers and monomer
Hamiltonian operator are dropped for simplicity. We note that
this process is needed only for matrix elements of the K = 0
block. One can diagonalize the matrix

w0jXK ; JMe ĥX
��� ��� wjXK; JMe

D E
to obtain the eigenvalues Ei as

well as the eigenvectors for the transformation matrix T in
eqn (15).

To limit the size of the CC matrix, the total scattering
wavefunction is expanded in terms of a contracted basis as

CJMe ¼
X
Z

FZ Rð Þ Z; JMej i; (25)

where Z � ( jXtK) is the collective index to label a collision
channel and ( jXt) labels a monomer internal state (MIS) (and is
similarly collected as x in the following). The corresponding CC
equations become

d2

dR2
þ kZ

2

� �
FJe
Z ¼

X
Z0

2mVJe
Z0;Z þ

1

R2
UJe

Z0 ;Z

� �
FJe
Z0 ; (26)

where variables are defined similarly to those in diatom–
diatom CC equations. The centrifugal matrix U has an

analytical form

UZ0 ;Z ¼ dt 0tdj 0
X
jX

dK 0K J J þ 1ð Þ þ jX jX þ 1ð Þ � 2K2

 ��

�dK 0;Kþ1lþJKlþjXK � dK 0;K�1l
�
JKl

�
jXK

o
:

(27)

The interaction potential matrix V

VZ0;Z ¼ dK 0K
X
w0w

T
j
0
X
K

w0t 0 T
jXK
wt Fv0

1
v0
2

D ��� j
0
yO
0j
0
XK DVj

��� jyOjXKD E
Fv1v2

�� �
(28)

is calculated by quadrature. Like the diatom–diatom case, this
also represents the most numerically intensive calculation.

2.1.3. Exchange symmetry. In order to explicitly take the
exchange symmetry Pex into consideration, one can symmetrize
basis functions with appropriate combinations of unsymme-
trized ones. For AB + AB type, the basis functions are
symmetrized as,

vXjXvYjYjXYK ; JMePexj i

¼ 2 1þ dvXvYdjX jY
� �
 ��1=2

vXjXvYjYjXYK ; JMej i½

�e �1ð ÞjXY vYjYvXjXjXYK; JMej i
�
;

(29)

where additional restrictions on various quantum numbers are
required: vX Z vY, and jX Z jY for vX = vY. For ABA + D type
systems, the primitive basis functions are symmetrized as,

jyOv1v2jXK ; JMePexj i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 2dv1v2

p Fv1v2

�� �
þ Pex �1ð ÞO Fv2v1

�� �h i

� jyOjXK ; JMej i:
(30)

Similarly, the additional restrictions are: v1 Z v2 and
Pex(�1)O = +1 for v1 = v2. Evaluation of corresponding matrix
elements can thus be carried out accordingly. Details were
reported in ref. 81.

2.1.4. Transition probabilities, cross sections, and rate
coefficients. For diatom–diatom systems, the non-reactive
state-to-state transition probability is calculated in terms of
the S-matrix elements,

PJ
x0 x Eð Þ ¼

X
j
0
XY

jXYK 0Ke

SJe
v0j0K 0 vjK Eð Þ

��� ���2: (31)

For atom–triatom systems, it is

PJ
x0 x Eð Þ ¼

X
K 0Ke

SJe
j
0
X
K 0t 0 jXKt

Eð Þ
����

����
2

: (32)

The state-to-state differential cross section (DCS) is,

dsx0 x W;Ecð Þ
dO

¼ l
X
K 0K

1

2ikx

X
J

2J þ 1ð ÞdJ
K 0;K Wð ÞSJe

x0K 0;xK Ecð Þ
�����

�����
2

:

(33)
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The state-to-state integral cross section (ICS) is,

sx0 x Eð Þ ¼ l
p
kx2

X
J

2J þ 1ð ÞPJ
x0 x Eð Þ: (34)

For diatom–diatom systems, the degeneracy factor l ¼

1

2jX þ 1ð Þ 2jY þ 1ð Þ; and for atom–triatom systems, it is

l ¼ 1

2jX þ 1ð Þ. The state-to-state rate coefficient as a function

of temperature T is calculated by,

kx0 x Tð Þ ¼ 1

kBT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8

pmkBT

s ð1
0

sx0 x Ecð Þ exp �Ec=kBTð ÞEcdEc;

(35)

where kB is the Boltzmann constant and Ec is the collision
energy. In order to compare with experimental results, which
usually do not resolve rotational states, the vibrational state
specific rate coefficient for a diatom–diatom system is calcu-
lated by summing the state-to-state rate coefficients over all
diatomic final rotational states and Boltzmann averaging rate
coefficients of initial rotational states, i.e.

k
v
0
X
v
0
Y
 vXvY

Tð Þ ¼

P
jX jY j

0
X
j0
Y

wvX jXwvYjYkv 0
X
j
0
X
v
0
Y
j
0
Y
 vX jXvY jYP

jXjY

wvX jXwvYjY

: (36)

Similarly, for atom–triatom systems, it is

kvf vi Tð Þ ¼

P
x2vi

P
x02vf

wxkx0 xP
x2vi

wx
; (37)

where vi/vf is vibrational initial/final state for the triatom. For
molecules that do not contain identical atoms, the weighting
factor is simply evaluated as wvi ji ¼ 2ji þ 1ð Þ exp �Eviji

�
kBT

� �
.

For homonuclear diatomic molecules, such as H2, one
needs to consider nuclear spins. For example, wviji ¼
2ji þ 1ð Þ exp �Evi ji

�
kBT

� �
for para-H2 and wviji ¼ 3 2ji þ 1ð Þ

exp �Eviji

�
kBT

� �
for ortho-H2. Similar weighting factors are

used for triatomic molecules.

2.2. Stereodynamics

The collision dynamics is not only dependent on internal
variables such as the ro-vibrational quantum numbers, but
also on external variables such as the orientation of the colli-
sion partners. The latter is often described as the stereody-
namics and has been a topic of long interest.24–28 Recently,
Mukherjee and Zare have developed the Stark-induced adia-
batic Raman passage (SARP) technique,95 which can transfer
population to a specific excited ro-vibrational state of a
Raman active molecule, such as H2 and its isotopomers, and
orient it along the laser polarization. In a typical SARP
experiment,33,34,96,97 at least one of the collision partners
(assuming monomer X below) is prepared in a fixed initial
MIS with its principal axis at an angle relative to the collision

axis. These spatially distinct configurations are described in
general by superposition states with different projections
of monomer’s rotational angular momentum jX onto the
SF z-axis (m):

xj iori; bð Þ ¼
X
m

d
jX
0;m bð Þ x;mj i; (38)

where dj
k,m(b) is a reduced Wigner rotation matrix element and

b is the angle between the linear polarization of the SARP laser
and the beam velocity. Therefore, the expansion coefficients in
eqn (38) are determined by the experiment: b = 0 is referred to
as H-SARP, while b = p/2 is referred to as V-SARP. Note that b
can in general have other values, serving as an experimentally
tunable parameter. Here, eqn (38) is applicable to diatomic as
well as polyatomic molecules, where x labels a ro-vibrational
internal state of monomer X. To obtain the differential cross
section (DCS) which can be directly used to compare with the
SARP experiment, the scattering amplitude q as a function of
collision energy Ec and the scattering angle y is calculated first.
For simplicity, the vibrational quantum numbers are dropped
from eqn (39)–(42). For diatom–diatom systems,35,73

q
j
0
X
m
0
X
j
0
Y
m
0
Y
m
0
XY

;jXmX jYmYmXY
Ec; yð Þ ¼ 1

2
ffiffiffiffiffiffiffiffiffiffi
2mEc

p

�
X
J

2J þ 1ð Þ
X

j0
XY
;jXY ;L0;L

iL�L
0þ1TJ

j
0
X
j
0
Y
j
0
XY

L0;jX jY jXYL
Ecð ÞdJ

mXY ;m
0
XY

bð Þ

� j
0
XYm

0
XYJ �m

0
XY

� � ��� L00D E
jXYmXYJ �mXYð Þ j L0h i

� j
0
Xm

0
Xj
0
Ym

0
Y

��� j 0XYm
0
XY

D E
jXmXjYmY j jXYmXYh i;

(39)

and for atom–triatom systems,83 it is

q
j
0
X
m0;jXm

Ec; yð Þ

¼ 1

2
ffiffiffiffiffiffiffiffiffiffi
2mEc

p
X
J

2J þ 1ð Þ
X
L0;L

iL�L
0þ1TJ

j
0
X
L0 ;jXL

Ecð ÞdJ
m;m0 yð Þ

� j
0
Xm
0J �m0ð Þ

��� L00D E
jXmJ �mð Þ j L0h i;

(40)

where the T-matrix is given by T = 1 � S. The DCS is
calculated by

dsori; bð Þx0 x Ec; yð Þ
dX

¼ 1

2jY þ 1

�
X

mY;mXY ;m
0
X
;m
0
Y
;m
0
XY

X
mX

djX
0;mX

bð Þq
j
0
X
m
0
X
j
0
Y
m
0
Y
m
0
XY

;jXmX jYmYmXY
Ec; yð Þ

�����
�����
2

(41)

for diatom–diatom systems35,73 with only X monomer oriented
by SARP field, and

dsori; bð Þx0 x Ec; yð Þ
dX

¼
X
m
0
X

X
mX

d
jX
0;mX

bð Þq
j
0
X
m0;jXm

Ec; yð Þ
�����

�����
2

(42)
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for atom–triatom systems.83 We emphasize that the coherent
summation of scattering amplitudes over m within the square
allows quantum interference between different initial m-
labeled substates; while that over final m0 substates is carried
out incoherently, since the final substates are not distinguished
by their spatial orientation/alignment. The ICS is obtained by
using the familiar form for both kinds of systems,

sori; bð Þx0 x Ecð Þ ¼ 2p
ðp
0

dsori; bð Þx0 x Ec; yð Þ
dX

sin ydy: (43)

In a SARP experiment, the collisions between aligned/
oriented molecules and other molecules in the co-expanding
beam typically have low relative velocities. As a result, SARP
has been used to investigate stereodynamics in cold collisions
(B1 K). Cold collisions are ideal to reveal shape resonances
supported by the centrifugal barrier associated with certain
partial waves, which are exquisitely sensitive to the details of
the interaction PES.

2.3. Extended centrifugal sudden approximations

As discussed above, for a given total angular momentum J, one
has to include in the exact TICC algorithm all helicity channels
labeled by K. This leads to a tridiagonal representation in which
the helicity channels are all coupled via Coriolis coupling. In
many cases, the Coriolis coupling is small and can be
neglected. Consequently, it is advantageous to develop decou-
pling approximations to reduce the size of the matrices and
thus the amount of computations. To this end, the coupled-
states or centrifugal-sudden (CS) approximation98,99 offers such
a practical approximate approach, which completely neglects
all Coriolis coupling terms. Specifically, all the off-diagonal
terms corresponding to K-block of the centrifugal matrix U are
treated as zero and K thus becomes a good quantum number.
For diatom–diatom system, it is

UJK
v0j0;vj ¼ dv0vdj0 j J J þ 1ð Þ þ jXY jXY þ 1ð Þ � 2K2


 �
: (44)

Now, all matrix elements in the CC equations can be separated
into K-blocks so that each K-block is treated individually, which
greatly reduces the computational costs. The CS approximation
has been extensively applied to many scattering systems, such
as Ar + HF,100 He + CO,101 and H2 + H2.102 However, in some
cases, complete neglect of the Coriolis coupling represents a
severe approximation. By comparing with the ICSs computed
using rigorous TICC, for example, Bohr et al. reported that
the CS approximation may introduce large errors for some
CMISs.103

In order to partially recover the Coriolis coupling, we
recently proposed an extended CS (ECS) approximation by
including the nearest neighbor Coriolis couplings
(NNCC).77,79 In this approach, the Coriolis coupling between
the nearest neighbor K blocks is included, but not the more
distant ones. The CC matrices are now reduced to blocks
labeled by K, which contains at most three K-blocks.

Specifically, the centrifugal matrix of each K-labeled block is
given by

U
J Kð Þ
v0j0K 0 ;vjK ¼ dv0vdj0j dK 0K J J þ 1ð Þ þ jXY jXY þ 1ð Þ � 2K2


 ��
�dK 0;Kþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dK;0

p
lþJKl

þ
jXYK
� dK 0 ;K�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dK ;1

p
l�JKl

�
jXYK

o
;

(45)

where K� 1 � K � Kþ 1. We note that despite that the for-
mulation was first given in the frame of diatom–diatom sys-
tems, the concept of including nearest neighbor Coriolis
coupling can be also applied to any other scattering
systems.79 Recently, we further extended the ECS approach to
include an arbitrary number of neighboring K blocks. To
this end, we define the number of nearest K blocks included
as D, and the range of K in eqn (45) now becomes
K� D � K � Kþ D. The state-to-state probability for a dia-
tom–diatom system is thus calculated by,

PJ
x0 x Ecð Þ ¼

1

2jX þ 1ð Þ 2jY þ 1ð Þ
X

j
0
XY

jXYe

XJ
K¼0

XKþD
K 0¼K�D

S
Je; Kð Þ
v0j0K 0;vjK Ecð Þ

��� ���2:
(46)

Note that the summation of S-matrix elements over K originates
from different K-labeled submatrices. Since the range of K is
typically narrower than that of K, one must determine the
correspondence of each given K value to K-labeled submatrix
in eqn (46),

K ¼ D if 0 � K � Dð Þ;
K ¼ K if DoKo J � Dð Þ;
K ¼ J � D if J � D � K � Jð Þ:

(47)

Fig. 2 presents the schematics of the centrifugal matrix U for
the TICC, CS, and ECS-NNCC approaches. ECS with D 4 1 can
be easily deduced, but not included in the figure. In this figure,
each small square represents a K-labeled sub-matrix block. The
black blocks are the diagonal terms, which have the largest
values; the gray ones are the nonzero Coriolis coupling terms;
and the white ones are zero-valued off-diagonal terms. It is
clearly seen that, for the rigorous TICC approach, the entire
matrix consisting of all K-blocks is used, which leads to a matrix
size of BJ blocks. In the CS approach, this large matrix in TICC
is replaced by J smaller matrices, namely the diagonal K-blocks.
Similarly in the ECS-NNCC approach, the K-blocks are replaced
by the K-blocks. Since all the blocks are propagated individu-
ally, the computational cost for both CS and ECS-NNCC
increases linearly with respect to J. We emphasize that a
K-block is roughly three times larger than the corresponding
K-block in size, so the computational cost for ECS-NNCC
calculations is higher than the CS counterparts.

It is worth noting the difference between the ECS and the
other popular decoupling approximation, namely K-truncation.104

In the latter approach, helicity channels with K values above a
threshold are ignored, which results in a smaller matrix. As
discussed above, all helicity channels are included in ECS, but
they are only coupled to their neighbors.
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Recently, we applied the ECS approach to full-dimensional
scattering calculations for the H2O + Rg system and investi-
gated the impact of the collision energy and reduced mass on
the CS/ECS approximations.79 In order to quantitatively assess
the performance of the approximation approaches, we took the
TICC state-to-state probability as the reference and calculated
the relative root-mean-square error (rRMSE) for each initial
state i,

rRMSEi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
f

N P
rig
f i � Papp

f i

� �.
P
rig
f i

h i2s

N

� 100% P
rig
f i 4 10�4

� �
; (48)

where Prig and Papp are the state-to-state probabilities by using
the rigorous TICC and approximation approaches, respectively,
and N is the number of final states f included in the statistics.
Fig. 3 shows rRMSEs of 100 selected initial states with J = 10 by
the CS (D = 0) and ECS-NNCC (D = 1) approximations for two
different Rg masses, and these initial states are arranged by
increasing rotational quantum number jX of the triatom. The
collision energy is fixed for all initial states at 20, 20, 50, and
300 cm�1 in each of the four panels, respectively. The only
difference between panels (a) and (b) is that the mass of Rg in
panel (b) is artificially set as ten times as that in panel (a). For
the small reduced mass, the CS rRMSEs are much larger than
the ECS-NNCC counterparts, as shown in panel (a); while they
have similarly small rRMSEs (mostly less than 10%) for a heavy
system, as shown in panel (b). On the other hand, comparing
with panels (a), (c), and (d), it is clearly seen that ECS-NNCC is
always a better approximation, while the CS rRMSE gradually
becomes smaller as the collision energy increases. We also
notice that, in panel (c), larger j2 values tend to have larger CS
rRMSEs. The results in Fig. 3 suggest the following factors
could increase the errors of the CS approach, namely lighter
reduced mass m, smaller collision energy Ec, and larger rota-
tional quantum number jX. We further illustrated that these
factors could impact the relative importance of off-diagonal
matrix elements in the Hamiltonian, thus influencing the
coupling between different helicity channels.

In summary, the ECS-NNCC inherits the advantages of the
CS: lower memory storage demands and faster propagation. It
reduces the computational costs without a significant loss of
accuracy, compared with the rigorous TICC approach. So far,
we have already successfully applied this approach to several
systems, including H2(v = 1) + HF(v = 0),78 H2(v = 1) + HF(v =
3),105 HF(v = 1) + HF(v = 0),80 and H2O + Rg.79

2.4. Statistical models

For scattering with a long-lived intermediate complex, there is a
tendency for the system to undergo energy randomization
among all DOFs in the potential well.106 As a consequence,
the collision partners lose their memory and the dynamics can
be treated statistically.85,86,107–109 In such a statistical treat-
ment, the scattering can be considered as two independent
capture processes: the initial capture of the reactants by the
well and the formation of the scattering products as an inverse
capture. Based on this statistical assumption, the state-to-state
transition probability P from an initial state i to a final state f is
simply evaluated by

Pf i Eð Þ ¼
pi Eð Þpf Eð ÞPðopenÞ

c

pc Eð Þ
; (49)

where p is the capture probability of a specified state, i.e., the
probability of forming the complex from the state i or f. Note
that the index c runs over all the open channels at the total
energy E, and as a result, the detailed balance is automatically
satisfied. This approach can be used for both reactive and non-
reactive collisions. In the former case, the initial and final
states are in different arrangement channels,85,86,108 while in
the latter, they constitute the same arrangement channel.109

Within the phase space theory (PST),110,111 the capture
probabilities are obtained classically as,

pPSTc Eð Þ ¼ 1 E 	 eeffc

� �
0 otherwise

�
; (50)

where eeff
c is the effective potential barrier of channel c, which

depends not only on the intrinsic potential, but also the
centrifugal potential. Alternatively, the capture probabilities

Fig. 2 Schematic plot of centrifugal matrix U used in the TICC, CS, and ECS-NNCC approaches. Each small square stands for a K-labeled sub-matrix
block for the CS approximation, and red squares represent the blocks to be propagated, respectively in each approach.
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can be more accurately determined using a quantum mechan-
ical method to correctly incorporate quantum effects such as
tunneling. This so-called statistical quantum mechanical
(SQM) approach112–114 was proposed by Manolopoulos and
co-workers, which shares some similarities with the statistical
adiabatic channel theory of Troe and co-workers.115 We recently
implemented the SQM in the TICC treatment of diatom–diatom
systems with full dimensionality.84

In the TICC implementation of the SQM model, the capture
S-matrix is obtained by solving modified CC equations for a
non-reactive problem. The only difference is that the capture
condition is imposed at capture radius Rc, by using the Went-
zel–Kramers–Brillouin (WKB) approximation.116 This is carried
out by setting

Wi;j Rð Þ ¼ 2mVi;j Rð Þ þ
Ui;j Rð Þ
R2

þ di;j2m Ej � E
� �

; (51)

where Ej is the internal energy of jth channel. The WKB initial
log-derivative matrix is

Yi;j Rcð Þ ¼ di;j
�i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Wj;j Rcð Þ

p
Wj;j Rcð Þ � 0

 �

;ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wj;j Rcð Þ

p
Wj;j Rcð Þ4 0

 �

;

8<
: (52)

which is a complex symmetric diagonal matrix. The initial
imaginary log-derivative matrix can be regarded as an absorp-
tion potential at Rc, which corresponds to ‘‘full capture’’ of the
collision partners into the intermediate complex. Alternatively,

one can also use the ‘‘conditional loss’’ initial matrix proposed
by Wang and Quéméner,117 which represents a manually
adjustable initial condition with some parameters. Since Y(Rasy)
is now a complex rather than a real matrix, the extracted S-
matrix is no longer unitary. The lack of unitarity allows one to
calculate the SQM capture probability by

pSQM
c ¼ 1�

X
c0

Sc0;c

�� ��2: (53)

3. Applications
3.1. H2 + H2

As the simplest diatom–diatom energy transfer system with
strong astronomic implications, non-reactive scattering of the
H2 + H2 system and its isotopomers has been extensively
investigated using quantum mechanics. Earlier quantum scat-
tering work has largely focused on rotationally inelastic
scattering,118–124 but more recently full-dimensional quantum
scattering studies have enabled the investigation of scattering
involving vibrationally excited species.35,67–69,73,125–137 These
studies have been performed using both WP and TICC
approaches.

A key ingredient in such studies is the PES and its accuracy
dictates the quality of scattering results. Early PESs were

Fig. 3 Relative root-mean-square-error of approximation approaches for 100 selected initial states of H2O in collision Rg with J = 10. The initial states of
H2O are arranged by increasing their rotational quantum number jX from 0 up to 17. The collision energy is fixed at Ec = 20, 20, 50, and 300 cm�1 for each
initial state, respectively in the four panels. The mass of Rg is set as 40 for panel (b) and as 4 otherwise. The same PES is employed for all panels.
Reproduced with permission from ref. 79.
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constructed with the rigid-rotor approximation,138–140 but more
recently full-dimensional PESs have been reported.141–145 The
most popular full-dimensional PESs include that of Hinde144

and that of Boothroyd, Martin, Keogh, and Peterson (BMKP).143

The former PES is accurate for rotationally inelastic scattering,
but not suitable for scattering of vibrationally excited H2

due to lack of ab initio data for extended H–H bond lengths.
On the other hand, the latter covers regions up to the H2

dissociation limit, but has shown large discrepancy in mea-
sured ro-vibrationally inelastic rates, particularly at low
temperatures.67,125,133 This is shown in Fig. 4, where the
calculated vibrational relaxation rate coefficient133 for H2(v =
1) + H2(v = 0) is compared with experiment.146 The error in the
BMKP PES is due to inaccuracies in the high-order anisotropy
terms in the long range, which can be mitigated by removing
them in the BMKPE PES.125 Recently, we have reported a new
six-dimensional PES, which yielded accurate inelastic results
for scattering between H2 in their ground vibrational states.145

The new PES is a high fidelity fit of MRCI data in the short
range using the permutation invariant polynomial-neural net-
work (PIP-NN) method,147 augmented by physically correct
long-range terms parameterized by ab initio data. This PES is
expected to be more accurate than all existing ones.

For scattering involving low vibrational states of H2, the
rigid-rotor approximation remains reasonably accurate. How-
ever, the H–H distance should be fixed at the vibrationally
averaged value, rather than the equilibrium bond length.148,149

In 2013, dos Santos et al. studied the ro-vibrationally inelastic
scattering between H2 molecules and discussed a way to reduce
the basis functions in the scattering calculations according to
the gap laws.69 Fig. 5 shows the comparison between ICSs for
the initial CMIS (1, 0; 0, 1) obtained using the full basis set and
a reduced one. The reduced basis set only includes four CMISs,
namely (0, 0; 0, 1), (0, 0; 1, 1), (1, 0; 0, 1), and (1, 0; 1, 1). It is
clearly shown in the upper panel of Fig. 5 that both elastic and

total inelastic ICSs are convergent by using both basis sets. At
the state-to-state level, the two basis sets also yield nearly
identical ICSs for transitions (1, 0; 0, 1) - (0, 0; 1, 1) and (1,
0; 0, 1) - (0, 0; 0, 1), which have the smallest energy gap and
rotational angular momentum gap, respectively. This work
stimulated further theoretical studies that the basis set can
be reasonably reduced by considering the gap laws. Indeed, as
we will discuss below, only the nearest vibrational states need
be included in the basis set in the scattering calculations for
energy transfer of vibrationally-excited hydrogen fluoride.

Very recently, cold scattering between oriented HD(v = 1, j =
2) and H2 has been investigated using full-dimensional quan-
tum scattering using the Hinde PES.35,73 These calculations
successfully reproduced the H-SARP and V-SARP angular dis-
tributions at collision temperatures near 1 K,33,34 as shown in
Fig. 6. Interestingly, the rotationally inelastic scattering is
strongly affected by an L = 2 partial wave shape resonance
supported by the van der Waals well in the interaction
potential, and it exerts strong control of the dynamics.35

Fig. 4 Rate coefficients of the H2 + H2 vibrational relaxation for the initial
CMIS (1, 0; 0, 0) as a function of the temperature. Results obtained using
the BMKP and BMKPE PESs are compared with the experimental results.
Reproduced with permission from ref. 133.

Fig. 5 Comparison between vibrational inelastic ICSs for the H2(v = 1) +
H2(v = 0) collision obtained using the full basis set and a reduced basis set
for the initial CMIS (1, 0; 0, 1). The reduced basis set included only the
quasi-resonant channels. Upper panel shows the comparison of elastic
and total inelastic ICSs using two basis sets. Lower panel shows the
comparison of some state-to-state inelastic ICSs. Reproduced with per-
mission from ref. 69.
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Further studies suggest that by varying the angle (b) between
the SARP laser polarization and the scattering axis, one can
expect more drastic stereodynamical control of the resonance
and the scattering in general.73

3.2. H2/D2 + HF/HCl

The difference between fundamental frequencies of hydrogen/
deuterium molecule (H2/D2) (B4300 cm�1) and hydrogen
fluoride (HF) (B4000 cm�1) is small, and the van der Waals
well between the two species is moderately deep (B360 cm�1).78

These factors make the vibration–vibration (V–V) type of energy
transfer efficient, particularly for vibrational states with near-
resonant energies,

H2 vXð Þ þHF vYð Þ ! H2 vX � 1ð Þ þHF vY 
 1ð Þ: (54)

In recent years, we have extensively investigated the dynamics of V-
V energy transfer processes for this system,78,150,151 based on a
newly developed PES,78 in which the short-range PES is determined
by PIP-NN fitting of ab initio data while the long-range PES in terms
of electrostatic interactions parameterized by ab initio calculations.
The quantum scattering calculations of this system by TICC are
much more demanding than those of H2 + H2. The ECS-NNCC
approach was used for H2 + HF and the CS approach for D2 + HF,
which were shown to reproduce the rigorous TICC results without
major loss of accuracy.

Fig. 7 shows the vibrationally resolved rate coefficient for
transitions (1; 0) - (0; 1) and (0; 3) - (1; 2) together with
available experimental data in two panels, respectively. The rate
coefficient of the former transition, with an exothermicity of
B200 cm�1, initially decreases with temperature from 100 to
250 K, and then increases by three times from 250 to 1500 K. At
T = 200 K, the calculated rate coefficient of 0.89 � 10�12 cm3 s�1

molecule�1 is in very good agreement with the experimental
result of (0.92 � 0.09) � 10�12 cm3 s�1 molecule�1 measured by
Bott and Heidner.152 The calculated results also follow the
same trend shown by other experiments. The latter transition,

which is endoergic by B600 cm�1, has a monotonously increas-
ing rate coefficient in the temperature range from 100 to
1500 K. Most of the experiments were performed at room
temperature T = 295 K and the experimental results are slightly
larger than theoretical ones. Poole and Smith reported a result
of (0.15 � 0.02) � 10�12 cm3 s�1 molecule�1,153 which is in
good agreement with the calculated one 0.13 � 10�12 cm3 s�1

molecule�1.
For the D2 + HF system, the (0; 7) - (1; 6) transition is one of

the near-resonant transitions, since the corresponding energy
gap is only B5 cm�1. The only two available experimental
results contrasted with each other and the measured rate
constants differed by B100 times. Fig. 8 shows the comparison
of the calculated results and the two existing experimental data.

Fig. 6 Comparison between measured and calculated H-SARP and V-
SARP angular distributions for the scattering between oriented HD(v = 1,
j = 2) and H2. Reproduced with permission from ref. 35.

Fig. 7 Vibrational resolved rate coefficients of the transitions (1; 0) - (0;
1) (upper) and (0; 3) - (1; 2) (lower) for the H2 + HF system, together with
available experimental data. Reproduced with permission from ref. 78 and
105.
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The theoretical curve shows the rate coefficient is independent
of the temperature. Comparing to the transitions of low-lying
vibrational states in Fig. 7, this near-resonant transition has a
rate coefficient two orders of magnitude higher. Most impor-
tantly, the calculated results perfectly match the experiments by
Dzelzkalns and Kaufman,154 which suggests the experimental
dispute is solved.

The aforementioned results strongly support the energy gap
law,15 which prefers resonant energy transfers in non-reactive
scattering. Such gap law can be largely attributed to the
relatively weak interaction between the collision partners,
evidenced by the moderate van der Waals well in the inter-
action PES. The weak interaction results in short interaction
time, in which the collision is dominated by the repulsive wall
of the PES. In a perturbative perspective, the resonant condi-
tion, which is expressed by the energy gap in the denominator
of the rate, strongly enhances the transition.

Using a recently constructed PES,149 the non-reactive scat-
tering of HCl with H2 has been investigated using a full-
dimensional TICC method.74,76,149 The PES was validated by a
4D quantum study of the rotationally inelastic scattering.155

Numerous resonances were identified below 100 K, including
in the cold collision regime. Simulations revealed that despite
overlapping resonances, the stereodynamics of cold collisions
can still be controlled by the orientation of the H2 molecule in a
SARP experiment.74 At higher collision energies, the scattering
is affected by rotational rainbows,76 due to the strong aniso-
tropy of PES. Our analyses suggested that the coexistence of
distinctive dynamical regimes for HCl rotational transition is
driven by the short-range repulsive and long-range attractive
forces whose relative importance depends on the collision
energy and final rotational states.76

3.3. HF + HF

As a working medium for chemical lasers, HF vibrational
relaxation by colliding with another HF is of great interest to

laser engineering,156 because they directly determine popula-
tions of HF ro-vibrational levels in the laser cavity. Recently, we
investigated the energy transfer of HF vibrational self-relaxation
from its first excited vibrational state,80 using the full-
dimensional PES of Huang et al.157 Again, the PES is switched
from a short-range PIP-NN PES to a long-range electrostatic PES
by a smooth function. This system involves no light molecules
such as H2, thus requiring a much larger basis set for TICC
scattering calculations. Exact TICC calculations are extremely
demanded and only a limited number of partial waves can be
included. We have thus taken advantage of the ECS-NNCC
method77 in computing the ICSs and rate coefficients, which
have been shown to agree with the exact TICC results in
selected partial waves. In addition, the agreement with experi-
mentally measured rate coefficients is quite satisfactory.

Fig. 9(a) shows state-to-state ICSs as a function of energy
difference between final CMISs and the fixed initial one, (1, 0;
0, 0).80 It is clearly shown the near-resonant transitions are no
longer dominant for the range of collision energy in our
calculations, which indicates the breakdown of energy gap
law in this system. This situation is very different from other
cases discussed above in that the interaction between the HF
molecules is quite strong (B1600 cm�1), due to hydrogen
bonding. As a result, the collision is ‘‘sticky’’, due to a collision
complex with relatively long lifetime.158 Within this complex,
the two molecules are expected to undergo significant energy
randomization.

Given the fact that the energy gap law is necessitated by
direct collisions, we did hypothetic dynamics calculations on
an artificial PES, in which all potential energies were multiplied
by a scaling factor of 0.134, so that the depth of the van der
Waals potential equals to that of Ar-HF system.159 The ICSs
based on the original PES and the scaled one are shown in
Fig. 9(b). For the scaled PES, only a few near-resonant final
CMISs dominate the ICS, and (0, 13; 0, 2) has the largest value
of ICS, which is very good corresponding to the scenario that
final state of j = 13 has the largest ICS in vibrational relaxation
process for Ar + HF system.160 Based on the comparisons of
dynamics results of two PESs, it can be concluded that the deep
potential well in the HF-HF PES renders the formation of the
intermedium complex during the scattering, instead of a direct
collision process, thus leading to the breakdown of the energy
gap law.

3.4. H2O + Rg

The vibrational relaxation of the water molecule (H2O) plays an
important role in many gas phase environments.161,162 In order
to accurately simulate these environments, it is essential to
understand the collision dynamics of H2O with the surround-
ing atoms and molecules. The collision of H2O with argon (Ar)
represents one such prototype and has attracted considerable
attentions.163–165 Recently, the vibrational energy transfer
dynamics for H2O in collision with Ar was theoretically inves-
tigated for the first time by employing the new 3 + 1 TICC
method81 on a new and accurate PES based on high-level ab
initio data,166 yielding state-to-state cross sections and rate

Fig. 8 Vibrational resolved rate coefficient of the transition (0; 7) - (1; 6)
for the D2 + HF system, together with available experimental data.
Reproduced with permission from ref. 151.
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coefficients.167,168 We note that this newly developed PES still
lacks an accurate description in the long range. As a result, the
current version of the PES is not suitable for applying to cold
collisions. We also note that there exists an accurate ab initio
dipole moment surface for H2O,169 which can be used to
construct the long-range PES in the future.

Fig. 10 shows the total vibrational relaxation rate coefficients
of H2O from the combined stretching fundamental state (0, 0,
1)/(1, 0, 0) and bending overtone (0, 2, 0) state. To directly
compare with the experimental data,163–165 the rate coefficients
for the combined stretching fundamental state were obtained
by Boltzmann averaging those for (1, 0, 0) and (0, 0, 1) states. At
room temperature, T = 295 K, our calculated rate coefficient
(1.52 � 10�13 cm3 s�1 molecule�1)167 is in very good agreement
with the experimental value of (1.4 � 0.2) � 10�13 cm3 s�1

molecule�1 by Finzi et al.163 However, for the (0, 2, 0) initial
state, Finzi et al. reported a value of (4.2 � 0.9) � 10�13 cm3 s�1

molecule�1 at the room temperature,163 which is over five times

larger than our value of 7.8 � 10�14 cm3 s�1 molecule�1.164 Our
calculated results are significantly lower than the upper limit of
Zittel and Masturzo165 for both initial states. We pointed out
that the relaxation of the combined (1, 0, 0)/(0, 0, 1) state is the
primary kinetic event in the experiment, while that of (0, 2, 0) is
the secondary one. As a result, the rate measurement for the (1,
0, 0)/(0, 0, 1) initial state was direct and can be compared with
our theoretical calculations; while the extraction of the relaxa-
tion rate coefficient for the (0, 2, 0) initial state relied on
estimation of primary event and other preconditions. Indeed,
we have provided evidence that some of the assumptions in the
original kinetic model are not valid.167 Considering the self-
consistency of first principles calculations, we attribute this
theory-experiment discrepancy to the approximations used in
the kinetic model in order to extract the experimental rate
coefficients.

In addition to the vibrational relaxation discussed above, we
have recently examined the cold collision between H2O and He
and the associated stereodynamics.83 Our TICC calculations
revealed several shape resonances near 1 K of collision energy,
which can be assigned to one or a few partial waves. These
shape resonances are strongly influenced by the orientation of
the H2O molecule, so the SARP scheme would allow control of
the resonances, much the same way as in the case of oriented
diatoms.

4. Conclusions and prospect

Recent advances in full-dimensional TICC treatments of non-
reactive scattering in tetratomic systems are reviewed in this
Perspective. These systems include diatom–diatom (2 + 2) and
triatom–atom (3 + 1) collisions and are much more challenging
to treat in full dimensionality than the atom–diatom case.
Although codes for the former are available, those for the latter
have only started to emerge recently. In this review, we discuss

Fig. 9 (a) State-to-state ICSs of transition 1; 0; 0; 0ð Þ ! 0; j
0
X; 0; j

0
Y

� �
for the

HF + HF system as a function of energy difference between final and initial
CMISs. (b) Comparison of ICSs by employing the original and scaled PESs for
the same transition in panel (a). Reproduced with permission from ref. 80.

Fig. 10 Comparison of theoretical and experimental total vibrational
relaxation thermal rate coefficients for the combined stretching funda-
mental state (0, 0, 1)/(1, 0, 0) and bending overtone (0, 2, 0) state.
Reproduced with permission from ref. 167.
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the details of implementation of the TICC algorithm in both
cases in a uniform manner. Approximations based on TICC to
reduce computational costs are also discussed. In particular,
the extended CS approximation is shown to provide a compu-
tationally efficient means to obtain accurate scattering attri-
butes. Statistical models are another approximation
particularly effective for a system involving a long-lived inter-
mediate supported by a deep potential well. This approxi-
mation is particularly useful for attributes determined by the
square of the S-matrix elements, such as integral cross sections
and rate constants.

These new developments, coupled with highly accurate
PESs, enabled quantitatively accurate characterization of non-
reactive scattering in several challenging systems. Detailed
mechanisms of state-to-state energy transfer among all DOFs
of molecules were investigated for systems with different
strengths of interaction. These newly obtained results threw
light upon the validity of gap laws. For systems involving weak
interaction, the gap laws provide a good paradigm to under-
stand energy transfer. For systems with strong interaction,
however, energy transfer deviates significantly from the gap
laws and tends to behave statistically.

Despite the tremendous progress, the current state of art in
this field is still far from satisfactory. The so-called ‘‘dimen-
sionality curse’’, namely the exponential increase of size with
the number of coordinates, greatly hinders quantum dynamics
calculations for high-dimensional systems, in particular for the
matrix-operation-based TICC approach. So far, the applications
of TICC with all nuclear DOFs involved are still limited to tetra-
atomic nonreactive (2 + 2 or 1 + 3) systems, even if decoupling
approximations are employed. For systems with more than four
atoms, the WP approaches become the only viable choice,
thanks to its more favorable scaling laws.170,171 However, the
slow propagation and long absorbing potential present new
problems at cold temperatures. Although progress has been
made using the WP approach,89–91 characterization of complex
tetra-atomic systems with deep potential wells remains
challenging.

We have in this Perspective restricted ourselves to non-
reactive scattering involving only the nuclear DOFs. There are
also many non-reactive scattering processes that require elec-
tronic DOFs, which are not discussed. These electronic transi-
tions without breaking/forming chemical bonds could occur
between different electronic states, between different spin
states, or between different spin–orbit or fine structure states
of a molecule. Such non-reactive scattering processes involve
coupling between the nuclear and electronic DOFs, thus
beyond the Born–Oppenheimer approximation. The quenching
of the hydroxyl radical in its first excited electronic state OH(A)
by H2 to OH(X) is a prototypical system for non-reactive
electronic transition.172 This nonadiabatic process is facilitated
by conical intersections, which are cone-shaped degeneracies
between different electronic states.173,174 Full-dimensional
quantum mechanical characterization of this process is very
challenging because of the involvement of multiple electronic
states and only becomes possible very recently.175 Spin-flipping

processes, on the other hand, is facilitated by spin–orbit
coupling (SOC) between different spin manifolds. Full-
dimensional quantum mechanical characterization of such
processes based on accurate PESs and SOC has recently been
reported for atom–diatom systems.176,177 Finally, transitions
between different spin–orbit states of open-shell molecules to
non-reactive scattering is a well-known phenomenon and quan-
tum mechanical treatments with coupling of the rotational and
electronic orbital and spin angular momenta have been widely
reported for atom–diatom collisions.23,45–47 Extensions of these
treatments to tetratomic systems would be highly desired.

Despite steep scaling laws, TICC approaches remain an
important tool in studying scattering processes in the gas
phase. They are particularly reliable for cold and ultracold
collisions and for this reason they are expected to remain a
key pillar in the theoretical pantheon for collision dynamics.
Efforts are continued to be devoted to their improvement and
extension. With the advances in computer power and computa-
tional algorithm, we expect future developments to expand our
ability for studying quantum scattering dynamics of larger and
more complex systems, which will help to advance our under-
standing of energy transfer and other related processes.
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