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Abstract

There is major potential for using electroencephalography
(EEG) in brain decoding that has been untapped due to the
need for large amounts of data. Advances in machine learn-
ing have mitigated this need through data augmentation tech-
niques, such as Generative Adversarial Networks (GANs).
Here, we gauged the extent to which GANs can augment
EEG data to enhance classification performance. Our objec-
tives were to determine which classifiers benefit from GAN-
augmented EEG and to estimate the impact of sample sizes on
GAN-enhancements. We investigated three classifiers—neural
networks, support vector machines, and logistic regressions—
across seven sample sizes ranging from 5 to 100 participants.
GAN-augmented EEG enhanced classification for neural net-
works and support vector machines, but not logistic regres-
sions. Further, GAN-enhancements diminished as sample
sizes increased—suggesting it is most effective with small
samples, which may facilitate research that is unable to col-
lect large amounts of data.
Keywords: EEG, GAN, Data Augmentation, Neural Net-
works, Support Vector Machine, Logistic Regression

Introduction
Electroencephalography (EEG)—the scalp recording of elec-
trical activity of the brain—has played a prominent role in
neuroscience as a leading non-invasive method for gaining
insights into human brain functioning. EEG has been used to
index healthy brain functioning, for example, when defining
episodes of epilepsy or diagnosing depression. However, the
application of EEG in classification has been limited due to its
low signal-to-noise ratio, and thus the need for large amounts
of data (Lotte et al., 2018). In domains of machine learning,
(e.g., image classification), the need for large amounts of data
has been mitigated by data augmentation techniques such as
Generative Adversarial Networks (GANs; Goodfellow et al.,
2014). However, GANs have only been recently developed
and have scarcely been applied to EEG data. Here, we intro-
duce a transformer-based GAN architecture for augmenting
single-trial EEG data. We investigated the efficiency of this
architecture for augmenting EEG data to enhance the classifi-
cation of brain states. Specifically, we examined the success
of this approach across classifiers and sample sizes.

GANs are machine learning frameworks that consist of two
adversarial neural network agents, namely the generator and
the discriminator. The generator is trained to create novel
samples that are indiscernible from real samples. In the cur-
rent context, the generator produces realistic continuous EEG
activity, conditioned on a set of experimental variables, which

contain underlying neural features representative of the out-
comes being classified. For example, depression manifests as
increased alpha oscillatory activity in the EEG signal (Koo
et al., 2019), and thus, an ideal generator would produce con-
tinuous EEG that includes these alpha signatures. In contrast
to the generator, the discriminator determines whether a given
sample is real or synthetically produced by the generator. The
core insight of GANs is that the generator can effectively
learn from the discriminator. Specifically, the generator will
consecutively produce more realistic synthetic samples with
the goal of “fooling” the discriminator into believing them
as real. Once it has achieved realistic samples that the dis-
criminator cannot discern, it can be used to generate synthetic
data—or in this context, synthetic EEG data.

GANs have been shown to produce realistic EEG data,
opening the door to many applications (Fahimi et al., 2019;
Hartmann et al., 2018)—e.g., building clinical diagnostic
tools (Brophy et al. (2021)) and enhancing brain-computer
interfaces (Lotte et al. (2018)). Alongside the validation of
GANs as a synthetic EEG generator, researchers explored its
utility for enhancing classification performance. Indeed, re-
search has found that GANs could be used to augment the
performance of classifiers (Fahimi et al., 2020; Kan et al.,
2021; Luo and Lu, 2018; Petruţiu et al., 2020; see also Dong
and Ren, 2020; Hwang et al., 2019; Panwar et al., 2020 for
GANs as classifiers). Augmenting EEG was shown to en-
hance classification performance up to 20% (Luo and Lu,
2018); however, this line of research is new and there are
many open questions concerning the breadth of its applica-
bility. For example, it is still unknown which classifiers ben-
efit from GAN-augmented EEG and whether enhanced per-
formance depends on the sample sizes being used.

In the current study, we investigated the extent to which
GANs can augment EEG data and enhance classification. We
used an EEG dataset of 500 participants who performed a
simple gambling task, and classified their experiences of win-
ning and losing gambles. We focused on two primary re-
search questions: 1) for which classifiers is GAN-enhanced
classification effective, and 2) how does the impact on en-
hanced classifications vary with sample size? For the first
research question, we assessed three classifier architectures—
neural networks, support vector machines (SVM), and logis-
tic regressions—across two data formats—the full time se-
ries, and extracted features, such as reward positivity ampli-
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tude, delta power, and theta power. For the second research
question, we assessed classification across a range of sam-
ple sizes from 5 to 100 participants. Our results indicated
that GANs enhanced classification for both neural networks
and SVMs, but not logistic regressions. Further, we found
that this pattern persisted for both the full time series set
and the extracted features set. Critically, we found that the
enhancement to classification performance with GANs de-
creased across sample sizes, with the largest benefit occurring
in smaller sample sizes. Altogether, these findings demon-
strated the power of augmenting EEG with GANs for some
classifiers, especially with small sample studies.

Methods and Materials

Dataset

Participants In this study, we used Williams and col-
leagues’ (Williams et al., 2021) open-source EEG dataset
of 500 undergraduate student participants (see the original
manuscript for a detailed breakdown of demographics). For
classification analyses, these data were split into a training
set of 100 participants, a validation set of 200 participants,
and a test set of 200 participants. We first explored GAN and
classifier meta-parameters by observing performance with the
validation set, and here report findings of performance with
the test set once meta-parameters were chosen.

Task Participants completed a two-armed bandit gambling
task where they needed to discern which of two coloured
squares were more often rewarding through trial-and-error
(see Figure 1). Each trial presented two coloured squares that
the participants were to choose from, and provided perfor-
mance feedback as “WIN” or “LOSE”, yielding two condi-
tions of interest, cwin, close. For each pair of squares, one had
a win rate of 60% while the other had a win rate of 10%. Par-
ticipants saw each pair of colours twenty times consecutively.
There were a total of five pairs of squares (with colours ran-
domly determined), resulting in one hundred trials per partic-
ipant. This paradigm elicits well-known frontal neural differ-
ences when contrasting the win and lose outcomes, namely in
the reward positivity, delta oscillations, and theta oscillations
(see Williams et al., 2021).

Figure 1: Two-armed bandit gambling task. Participants
were tasked to determine which of two coloured stimuli were
more often rewarding through trial and error. The figure was
adapted from Williams et al., 2021
.

Data Acquisition and Processing EEG data were recorded
on a standard EEG system (ActiCAP, Brain Products, GmbH,
Munich, Germany) at a sampling rate of 500Hz with either
64 or 32 electrodes, but all data were reduced to 32 elec-
trodes. The dataset came preprocessed with the following
steps. Data were re-referenced to an averaged mastoid and fil-
tered using Butterworth passband (0.1 to 30Hz, order 4) and
notch (60Hz) filters. Eye blink artifacts were corrected using
independent component analysis, and faulty electrodes were
interpolated. Data were segmented to −500ms to 1,500ms
around the feedback stimulus onset, baseline corrected us-
ing a −200ms to 0ms time window, and segments were re-
moved if they surpassed artifact rejection criteria of 10µV/ms
gradient and/or 100µV max-min. The data were trimmed to
−200ms to 1,000ms, resulting in trial-level data for each par-
ticipant, with each trial containing 600 data points.

Although the dataset used here included a minimum of 32
electrodes, we only considered electrode FCz, as it is the
prime location to assess the neural correlates of feedback pro-
cessing (Williams et al., 2021). Further, the EEG data were
originally recorded with a frequency of 500Hz over a dura-
tion of 1,200ms (-200ms to 1,000ms surrounding the feed-
back stimulus onset), which resulted in a data vector of the
length 600. We downsampled this vector through linear in-
terpolation to a vector length of 100. Further, each trial was
normalized to range between 0 and 1.

Data and Script Availability All data, simulations,
and analysis scripts used here are openly available:
https://autoresearch.github.io/EEG-GAN.

Generative Adversarial Network
The generative adversarial network (GAN) was introduced by
Goodfellow et al., 2014 (but see Schmidhuber, 2020 for a re-
view of similar past work) and is capable of generating real-
istic samples from complex data distributions after successful
training. The GAN is an artificial neural network architecture
that contains two opposing networks. The first is the genera-
tor G, and the second is the discriminator D. The generator G
takes in a vector z sampled from a probability distribution Pz
and computes a sample ŷ according to

ŷ = G(z;θG)

based on the random vector z and the generator parameters
θG. The discriminator D gets either real samples y drawn
from a dataset with the feature distribution Pdata or the gen-
erated samples ŷ from the generator’s distribution Pθ. The
discriminator’s task is to identify the samples as either real or
fake by assigning a validity score

v = D({y, ŷ};θD)

based on the given sample y and the discriminator parame-
ters θD. This score represents the probability that a sample is
drawn from the real distribution covered within the dataset D.
The discriminator’s objective is to maximize the probability
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of assigning the correct validity score to a shown sample (i.e.,
a high validity score for real data and a low validity score for
fake data), while the generator’s objective is to minimize the
discriminator’s objective function according to

min
G

1− log(D(ŷ)).

Hence, the GAN-training’s objective function is

min
G

max
D

v(G,D)=Ey∼ Pdata(y)logD(y)+Ez∼ Pz(z)log(1−D(y)),

where the training resembles a minimax game between the
generator and the discriminator (Goodfellow et al., 2014).

Adapted Architecture The most significant drawbacks of
the original GAN architecture are training instability and
mode collapse. The training instability results from the op-
timization of two independent sets of network parameters θG
and θD in an adversarial manner. Small changes in the set
of parameters for one network can substantially alter the per-
formance of the other network. This circumstance leads to
divergence of the respective losses. Mode collapse, on the
other hand, describes a lack of variance in the generated sam-
ples ŷ. To address training instability and mode collapse, we
utilized the Wasserstein-GAN (WGAN) introduced by Ar-
jovsky et al., 2017. Hereby, the original objective function
is replaced by the Wasserstein distance. Specifically, the dis-
criminator tries to maximize the Wasserstein distance

max
D

Ey∼ Pdata [D(y)]−Eŷ∼ Pθ
[D(ŷ)],

whereas the generator tries to minimize this distance

min
G

Eŷ∼ Pθ
[D(ŷ)].

As such, the generator seeks to minimize the Wasserstein dis-
tance instead of fooling the discriminator. The Wasserstein
distance is differentiable throughout the entire feature space.
To reduce training instabilities, Arjovsky et al. (2017) sug-
gested weight clipping for each update of the parameters θD.
A further reduction to training instability can be achieved by
replacing weight clipping with gradient penalty (GP), as sug-
gested by Gulrajani et al. (2017), where high gradients during
the parameter update are penalized. Further, the discrimina-
tor is trained for ηiter iterations until optimality before the
generator is trained. All these modifications result in greater
training stability and less collapsing at the end of training.

Time series data, as with EEG, introduces features and dif-
ficulties not covered by images or tabular data. These features
contain temporal relations between subsequent points, which
are difficult to capture with linear feedforward networks or
convolutional neural networks. The most popular approach
to processing time series data are recurrent neural networks
since they capture temporal relations by computing time step
by time step. The problem with this mechanism, however, is
the loss of relations between distinct points in the series.

Table 1: GAN Parameters

Description Variable Value
Number of Classes ηD,cl 1
Number of Transformer Encoder in
Discriminator ηD,d 3

Attention Drop Rate ηdrop,a 0.5
Forward Drop Rate ηdrop, f 0.5
Embedding Dimension ηemb 10
Number of Generated Channels ηG,ch 1
Number of Transformer Encoder in
Generator ηG,d 3

Latent Dimension ηlat 16
Patch Size ηpatch 20
Sequence Length ηseq 100
Number of Discriminator Training It-
erations Before Generator Training ηiter 5

Note that descriptions of each parameter are documented at
https://autoresearch.github.io/EEG-GAN.

An alternative to recurrent neural networks are tansform-
ers, which do not suffer from loss of dependencies regardless
of the time between two consecutive points since the under-
lying attention mechanism learns to pay attention to different
parts of the sequence regardless of their distance (Vaswani et
al., 2017). Further, transformers have significantly fewer pa-
rameters than comparable convolutional or recurrent neural
networks (Vaswani et al., 2017). Therefore, we implemented
a transformer-encoder-based generator and discriminator for
time series (TTS) as introduced by Li et al. (2022). The TTS-
GAN parameters are listed in Table 1.

Transformers originate from natural language processing,
where each word is tokenized as part of the whole sequence.
Further, each token is computed with a positional embedding.
Likewise, our time series needed tokenizable parts, which
were introduced by Li et al. (2022) as patches. Hereby, each
patch was a subvector of the original vector with a length
nsub ≤ nseq. Since each patch is of the same length, the vector
length nseq needed to be divisible by nsub. An investigation of
the patch length showed that good results were achieved with
nsub = 20. Hence, the original vector was divided into 5 parts
with equal lengths.

Since the data consists of EEG samples under two experi-
mental conditions c = {cwin,close}, the GAN’s input includes
this information as well. That is, the generator receives as
input information about the experimental condition c, in ad-
dition to the noise vector z, while the discriminator gets this
information in addition to the sample y or ŷ. This architecture
is called conditional GANs (Mirza and Osindero, 2014).

In summary, we implemented a conditional TTS-WGAN-
GP architecture for more stable and less collapsing training
along with the advantages of transformers regarding time se-
ries data. Note that this GAN architecture is unique in com-
parison to the aforementioned literature investigating GAN-
enhanced classification of EEG (Fahimi et al., 2020; Kan et
al., 2021; Luo and Lu, 2018; Petruţiu et al., 2020).
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Training Procedure The GAN was trained on trial-by-trial
EEG data (and, thus, neither on participant-averaged nor
grand-averaged waveforms). Training was performed with
an ADAM optimizer with the learning rate lr = 0.0001 and
decay rates β1 = 0, β2 = 0.9 (Gulrajani et al., 2017). Further-
more, to mimic empirical processing steps, the same Butter-
worth band-pass filter (0.1Hz to 30Hz, order 4) was applied
to the samples prior to feeding them to the discriminator. The
discriminator was trained for ηiter = 5 iterations each time be-
fore the generator was trained once, as suggested by Arjovsky
et al. (2017).

Evaluation
Methods
Before determining whether GAN-augmented EEG enhances
classification performance, we examined whether it produced
realistic EEG samples with underlying neural features in the
first place (Fahimi et al., 2019; Hartmann et al., 2018). So far,
there is no gold standard for evaluating the quality of syn-
thetic EEG data produced by GANs (Brophy et al., 2021).
However, there are various criteria EEG data should satisfy.

Qualitatively, we evaluated our GANs through visual in-
spection 1) of trial-level EEG data, 2) grand-averaged ERPs,
and 3) variance along the first two principal components. For
these evaluations, we trained a GAN on the trial-level data
of all 500 participants. Following this, we generated 50,000
samples for the win condition and 50,000 samples for the lose
condition. We then randomly selected and visually compared
five empirical and five synthetic trials. We also averaged the
synthetic data across all trials for each condition to produce
grand-averaged ERPs. These were then compared to empir-
ical ERPs. Finally, we projected the synthetic and real EEG
data onto the first two principal components of the pooled
dataset and inspected the overlap between the projected syn-
thetic and real data.

For quantitative evaluations, we followed the Train on Syn-
thetic, Test on Real (TSTR) method (Esteban et al., 2017).
This method trains a classifier exclusively on synthetically
generated data and then tests its performance on a held-out
sample of real data. For comparison, we also conducted a
Train on Real, Test on Real (TRTR) analysis. For the TSTR
analysis, we trained a GAN on the 100 participant training set
and then generated 5,000 samples for each of the win and lose
conditions (in line with empirical trial counts; Williams et al.,
2021). For the TRTR analysis, we trained a classifier on the
100 participant training set (i.e., the same set used to train the
GAN in TSTR). For both analyses, we determined classifier
performance using the test set. The classifier used here was
a neural network, and we followed the same procedures as
described in the Classification section.

Results: Synthetic Data Reflected Realistic EEG
We found that empirical and synthetically generated trial-
level EEG data were qualitatively indistinguishable, see Fig-
ure 2. We also found that synthetic ERPs qualitatively

matched empirical ERPs and contained the same underlying
features, see Figure 3. Further, we found that both the gener-
ated and empirical data shared the same principal component
space, see Figure 4.

Both the TSTR and TRTR classifications achieved a per-
formance of 70% (SDT ST R: 0.89%, SDT RT R: 3.33%), indicat-
ing equal predictability between synthetic and empirical clas-
sifications. Altogether, these results suggest that the GANs do
accurately produce realistic EEG data with underlying cog-
nitive features, such as the neural reflections of the reward
positivity ERP.

Figure 2: Trial-level empirical and synthetically derived EEG
data.

Figure 3: Grand-averaged empirical and synthetically derived
ERPs. Synthetic data scaled to match empirical units.

Figure 4: Principal component space of the first and second
principal components for empirical and synthetic data.
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Classification
Methods
Experimental Factors Participants completed a two-
armed bandit gambling task in which they received win and
lose feedback. As such, we classified whether the partici-
pants experienced a win or a lose. We assessed the difference
between empirical and augmented classification performance
across three factors: classifier (neural networks, SVMs, and
logistic regressions), data format (full time series, and ex-
tracted features), and sample size (five to 100 participants).

We used grid search to determine classification perfor-
mance for each of the three classifiers (conducted using
Scikit-Learn; Pedregosa et al., 2011; all parameters not dis-
cussed were left at default). We permitted a search across
five neural network structures. Each network consisted of one
to three layers. We varied the number of units Ni in hidden
layer i, resulting in the following architectures: (N1 = 25),
(N1 = 50), (N1 = 25,N2 = 25), (N1 = 50,N2 = 50), (N1 =
50,N2 = 25,N3 = 50). Furthermore, we searched across the
following training parameters: 0.0001 and 0.05 L2 regular-
ization strengths; logistic, tanh, and ReLU activation func-
tions; constant, inverse scaling, and adaptive learning rate
schedules; and 10,000 and 20,000 maximum iterations. For
the SVMs, we searched across 0.1, 1, 10, and 100 inverse reg-
ularization strengths; radial basis function, polynomial, and
sigmoid kernel types; and 1.0, 0.1, 0.01, 0.001 kernel co-
efficients. For the logistic regressions, we fixed the solver
to be liblinear, but searched across L1 and L2 penalties; 20
equal log steps from 0.0001 to 1,000 inverse regularization
strengths; and 5,000, 10,000, 20,000, and 50,000 maximum
iterations. For classification, we used participant averaged
data, rather than trial-by-trial segments. For example, the
training set with 100 participants and two conditions would
result in 200 samples.

Classification performance was assessed separately on two
data formats: the full time series and extracted features.
For the full time series analyses, we used the entire 100 data
points as predictors in our classification models. For the ex-
tracted features analyses, we had three predictors correspond-
ing to the aforementioned neural signals of this task—namely,
reward positivity amplitude, delta power, and theta power.
Our analyses focused on electrode FCz, where these neural
differences are strongest (Williams et al., 2021). We extracted
the reward positive amplitude for each participant and condi-
tion by averaging EEG data within the same time window as
in Williams et al. (2021), i.e., 264ms to 356ms post-feedback
onset. We extracted delta and theta power for each participant
and condition by applying a Fast Fourier Transform (FFT) to
the data and averaging within the 0-3Hz and 4-8Hz frequency
ranges for delta and theta power, respectively.

Our study also sought to investigate the magnitude of this
potential increase across different sample sizes. Thus, we
randomly extracted (without replacement) sample sizes of 5,
10, 15, 20, 30, 60, and 1001 from the training set of 100 par-

1These sample sizes were chosen to both include a high density

ticipants. We repeated this process five times for each sample
size, resulting in 35 separate datasets (note that the five sets
of 100 participants would be identical).

Altogether, for each combination of classifier (neural net-
work, SVM, logistic regression), and feature set (full time se-
ries, extracted features), we had a total of seven sample sizes,
each with five iterations of randomly selected data. We con-
ducted 10 classifications for each of these.

Data Augmentation For each of the 35 datasets, we trained
a GAN on trial-level data and generated 5,000 (half win,
half lose) synthetic samples. Although the empirical data
had been filtered using a Butterworth pass-band filter (0.1 to
30Hz, order 4), there were no constraints on the frequencies
that the GAN could produce. Thus, we applied the same fil-
ter to the synthetic samples. We also baseline-corrected the
data using the -200 to 0ms time window. Since classifica-
tion for the empirical data was based on participant-averaged
data, we averaged the generated samples in bins of 50 within
each condition. This process resulted in 50 synthetic ”partic-
ipants”, each with a participant-averaged win and lose time
series. To create a series of 35 augmented training sets, this
data was randomly inserted among the corresponding empir-
ical training sets.

Results: Augmented EEG Improved Classification
Performance
We found that augmenting EEG data enhanced classification
performance for both neural networks and SVMs, but not for
logistic regressions (see Figure 5). Further, for sample sizes
under 60, the best classification performance across all clas-
sifiers was achieved with augmented data. For example, aug-
mented classification using SVM at sample size 30 outper-
formed empirical classifications for all classifiers.

The augmented classification for the neural network and
SVM classifiers also persisted across both of the data formats
(full time series and extracted features). Augmented EEG had
the largest effect on neural network classifiers, reaching up to
12%, while its effect on SVMs reached up to 8%. Further-
more, GAN-enhanced classification was larger when using
the extracted features as predictors than when using the full
time series as predictors.

We also investigated whether the empirical sample size
impacted GAN-augmented classification enhancements. We
found for both the neural network and SVM classifiers that
EEG-augmented enhancements diminished with increasing
sample sizes, indicating that enhancements are most benefi-
cial for smaller sample size studies. In some cases, augmen-
tation with smaller sample sizes could even enhance classifi-
cation to the point where it was on par with the largest un-
enhanced sample sizes here investigated. For example, when
considering the extracted features set, augmented SVM per-
formance at an empirical sample size of 15 matched the SVM
performance at an empirical sample size of 100.

of small sample sizes (i.e., 5-20), as well as, typical sample sizes
seen in the EEG literature (i.e., 30-100).
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Figure 5: Classification performance across classifiers with two data formats, and across seven sample sizes for empirical
(blue line) and augmented (orange line) data. Error bars reflect the standard error of the mean. The left, middle, and right
panels show classification performance using a neural network, SVM, and logistic regression, respectively. The top panels
show classification performance based on full EEG time series, whereas the bottom panels show classification performance for
extracted EEG features (see main text for more details). Grey bars in each panel indicate the difference between augmented
and empirical performance, with positive values reflecting enhanced performance for the augmented classifications.

Discussion

We investigated the extent to which augmenting EEG data
with GANs can improve classification performance. Our
analyses focused on GAN-enhancements across three clas-
sifiers and seven sample sizes. In line with previous efforts
(Fahimi et al., 2019; Hartmann et al., 2018), we confirmed
that GANs can generate realistic EEG samples that contain
cognitive features. Next, we found that augmenting EEG en-
hanced classification performance for neural networks and
SVMs, but not logistic regressions. Indeed, the best classi-
fications for sample sizes under 60 were achieved with aug-
mented data. These findings persisted across two data for-
mats where classifiers were provided inputs of the full time
series or of three extracted features—the reward positivity,
delta power, and theta power. Finally, we found that classifi-
cation enhancements diminished as sample sizes increased.

These findings suggest that GAN-derived EEG augmen-
tation can enable better classification performance with less
data—saving researchers time and money (Lotte et al., 2018).
Increased classification performance with smaller sample
sizes could also permit research with studies where it is dif-
ficult to collect large amounts of data. One exciting av-
enue would be to investigate whether our findings generalize
to classify clinical populations with limited EEG data (e.g.,
Parkinson’s disease) (Brophy et al., 2021). Although useful
for small sample sizes, our technique did not influence clas-
sification with large sample sizes. This is because the data

generated from GAN models provide classifiers with unique
samples, effectively interpolating between empirical samples
and increasing the signal-to-noise ratio. However, large sam-
ple studies contain a dense distribution of samples, which is
already sufficient for classifier training.

Given the novelty of this approach, there are many fu-
ture directions to consider. For example, as different GAN
architectures have not been extensively contrasted within
an EEG context, it will be important to compare the ef-
fectiveness of our method—a conditional TTS-WGAN-GP
architecture—with alternative GAN architectures (WGAN,
TTS-GAN, etc.). Further, it will be important to test our
method with different datasets, such as the classification of
clinical disorders (Brophy et al., 2021) and neural markers
for brain-computer interfacing (Lotte et al., 2018). Sepa-
rately, one could investigate other applications of GANs in
EEG research—for example, as an approach to recover faulty
electrodes or increase the electrode density of mobile EEG.

In conclusion, we investigated the degree to which GANs
can augment EEG to enhance classification performance.
We assessed which classifiers, and which empirical sam-
ple sizes, benefit from this augmentation. We found that
GAN-augmented EEG enhanced classification with neural
networks and SVMs, but not logistic regressions, suggest-
ing that researchers must carefully select which classifiers to
use. Further, we found the largest enhancements with smaller
sample sizes, opening the potential for small sample studies
to reach reliable classification outcomes.
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