The Scientific World Journal

Multidimensional Signal Processing
and Applications

Guest Editors: Salah Bourennane, Julien Marot, Caroline Fossati,
Ahmed Bouridane, and Klaus Spinnler

B _——@—




Multidimensional Signal Processing
and Applications



Multidimensional Signal Processing
and Applications

Guest Editors: Salah Bourennane, Julien Marot,
Caroline Fossati, Ahmed Bouridane, and Klaus Spinnler




Copyright © 2014 Hindawi Publishing Corporation. All rights reserved.

This is a special issue published in “The Scientific World Journal.” All articles are open access articles distributed under the Creative Com-
mons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.



Contents

Multidimensional Signal Processing and Applications, Salah Bourennane, Julien Marot, Caroline Fossati,
Ahmed Bouridane, and Klaus Spinnler
Volume 2014, Article ID 365126, 2 pages

The Generalized Sidelobe Canceller Based on Quaternion Widely Linear Processing,
Jian-wu Tao and Wen-xiu Chang
Volume 2014, Article ID 942923, 12 pages

Generalized Discriminant Orthogonal Nonnegative Tensor Factorization for Facial Expression
Recognition, Zhang XiuJun and Liu Chang
Volume 2014, Article ID 608158, 5 pages

Global Systems for Mobile Position Tracking Using Kalman and Lainiotis Filters,
Nicholas Assimakis and Maria Adam
Volume 2014, Article ID 130512, 8 pages

Through-Wall Image Enhancement Using Fuzzy and QR Decomposition,
Muhammad Mobhsin Riaz and Abdul Ghafoor
Volume 2014, Article ID 487506, 6 pages

Incident Signal Power Comparison for Localization of Concurrent Multiple Acoustic Sources,
Daniele Salvati and Sergio Canazza
Volume 2014, Article ID 582397, 13 pages

Improved Guided Image Fusion for Magnetic Resonance and Computed Tomography Imaging,
Amina Jameel, Abdul Ghafoor, and Muhammad Mohsin Riaz
Volume 2014, Article ID 695752, 7 pages

Alignment-Free and High-Frequency Compensation in Face Hallucination, Yen-Wei Chen, So Sasatani,
and Xian-Hua Han
Volume 2014, Article ID 903160, 9 pages

Analysis of Infrared Signature Variation and Robust Filter-Based Supersonic Target Detection,
Sungho Kim, Sun-Gu Sun, and Kyung-Tae Kim
Volume 2014, Article ID 140930, 17 pages

A Stochastic Total Least Squares Solution of Adaptive Filtering Problem,
Shazia Javed and Noor Atinah Ahmad
Volume 2014, Article ID 625280, 6 pages

Local Analysis of Human Cortex in MRI Brain Volume, Sami Bourouis
Volume 2014, Article ID 983871, 8 pages

Optimization of a Biometric System Based on Acoustic Images, Alberto Izquierdo Fuente,
Lara Del Val Puente, Juan J. Villacorta Calvo, and Mariano Raboso Mateos
Volume 2014, Article ID 780835, 13 pages




An Improved Real Time Image Detection System for Elephant Intrusion along the Forest Border Areas,
S.J. Sugumar and R. Jayaparvathy
Volume 2014, Article ID 393958, 10 pages

MRI and PET Image Fusion Using Fuzzy Logic and Image Local Features, Umer Javed,
Muhammad Mohsin Riaz, Abdul Ghafoor, Syed Sohaib Ali, and Tanveer Ahmed Cheema
Volume 2014, Article ID 708075, 8 pages

Detecting Image Splicing Using Merged Features in Chroma Space, Bo Xu, Guangjie Liu, and Yuewei Dai
Volume 2014, Article ID 262356, 8 pages

Color Face Recognition Based on Steerable Pyramid Transform and Extreme Learning Machines,
Aysegiil Ucar
Volume 2014, Article ID 628494, 15 pages

Flood Detection/Monitoring Using Adjustable Histogram Equalization Technique, Fakhera Nazir,
Muhammad Mohsin Riaz, Abdul Ghafoor, and Fahim Arif
Volume 2014, Article ID 809636, 7 pages

Recognition of the Script in Serbian Documents Using Frequency Occurrence and Co-Occurrence
Analysis, Darko Brodi¢, Zoran N. Milivojevi¢, and Cedomir A. Maluckov
Volume 2013, Article ID 896328, 14 pages

Rao and Wald Tests for Adaptive Detection in Partially Homogeneous Environment with a Diversely
Polarized Antenna, Chaozhu Zhang, Jing Zhang, and Chengyuan Liu
Volume 2013, Article ID 369103, 13 pages

An MR Brain Images Classifier System via Particle Swarm Optimization and Kernel Support Vector
Machine, Yudong Zhang, Shuihua Wang, Genlin Ji, and Zhengchao Dong
Volume 2013, Article ID 130134, 9 pages

Aircraft Detection from VHR Images Based on Circle-Frequency Filter and Multilevel Features,
Feng Gao, Qizhi Xu, and Bo Li
Volume 2013, Article ID 917928, 7 pages



Hindawi Publishing Corporation

The Scientific World Journal

Volume 2014, Article ID 365126, 2 pages
http://dx.doi.org/10.1155/2014/365126

Editorial

Multidimensional Signal Processing and Applications

Salah Bourennane,' Julien Marot,' Caroline Fossati,!

Ahmed Bouridane,” and Klaus Spinnler3

I Ecole Centrale Marseille, Université Aix-Marseille, Institut Fresnel-CNRS UMR 7249, Avenue Escadrille Normandie Niemen,

13013 Marseille, France

? Department of Computer Science and Digital Technologies, Northumbria University, Pandon Building,

Newcastle upon Tyne NE2 IXE, UK

’ Fraunhofer-Entwicklungszentrum Rontgentechnik EZRT, Fraunhofer-Instituts IIS, Flugplatzstr 75, 90768 Fiirth, Germany

Correspondence should be addressed to Salah Bourennane; salah.bourennane@fresnel.fr

Received 23 February 2014; Accepted 23 February 2014; Published 30 April 2014

Copyright © 2014 Salah Bourennane et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly

cited.

In our daily lives and almost unconsciously, we deal with
multidimensional data. From color images converted to the
luminance and chrominance format to magnetic resonance
images commonly acquired for health purposes, from differ-
ent fashions to write an alphabet to array processing signals
underlying any telecommunication system, we deal with
multidimensional data.

In this special issue, we tried to show the variety of
the topics which are currently investigated with multidi-
mensional signal processing tools. The mathematical tools
presented in this issue are as diverse as adaptive detec-
tors, wavelet processing, principal component analysis, and
improved classical image processing tools such as histogram
equalization.

In the array processing paradigm, a two-dimensional
matrix containing the data depends on the polarization
properties of the sources, their number, and the number
of sensors in the receiving antenna. Hence the interest of
a multidimensional representation, including a polarization
variable with two or three possible values, and a real and a
complex part for the source amplitudes.

In the image processing paradigm, data are as various as
magnetic resonance or color images, whose representation
can be transferred from the RGB (red green blue) format
to other spaces emphasizing for instance the luminance
or the chrominance. It is shown how magnetic resonance
brain images are classified with support vector machine.

To avoid problems related to high dimensionality, which is
current in big data processing, adequate features are extracted
from the data by discrete wavelet transform and principal
component analysis. Color spaces, which are useful for skin
detection, for instance, are also further investigated: whatever
the representation space is, a color image is a third order
tensor, in other words, a three-dimensional data. It is shown
how to detect image splicing with the help of merged features
in the chrominance space: the relationships between pixels in
a neighborhood are studied with a Markov process and the
extraction of DCT features from the chrominance channel.
Then, with the help of new color spaces, it is shown how
evolved versions of neural networks called extreme learning
machines can fuse multiple information such as color and
local spatial information from face images. The “multi” aspect
can also appear in the image processing paradigm when
multiple images are obtained from several parameters. In
images provided by synthetic aperture radar exploited for
flood detection, contrast enhancement is achieved by an
adjustable histogram equalization technique. For such an
application where the visual aspect of the results are much
important much, a color image, that is, a multidimensional
signal, can be built from several two-dimensional result
images, to get an informative map, where the color informs
on the nature of the imaged scene, flooded or not, for
instance. Starting from images, a set of multidimensional
data is extracted from Serbian texts: the Serbian alphabet,
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made of 30 letters, can be expressed in a Latin or in a
Cyrillic fashion. All letters can be classified into four sets.
By studying the frequencies of occurrence of each type of
letter in a text, one can deduce that this text is written in
the Latin or the Cyrillic fashion. In this application, matrices
describing the cooccurrence in the distribution of the four
types of letters are built out of any text, to make use of the
classical texture features. Adapting the texture features to
such a text recognition application, introducing a parameter
which is the writing fashion, is a brand new idea. The
“multi” aspect can also relate to multiresolution. Histogram
of oriented gradients and hue descriptors can be merged to
combine information related to the shape of an object and
its color. By computing the merged data at several resolution
levels, an innovative multidimensional descriptor is obtained.
An application considered in this special issue is aircraft
characterization and detection of images.

In a nutshell, the “multi” representation attracts the
interest of researchers from very diverse application fields.
Hopefully, this special issue will contribute in diffusing the
models and tools of multidimensional signal processing to
various application fields.

Salah Bourennane
Julien Marot
Caroline Fossati
Ahmed Bouridane
Klaus Spinnler

The Scientific World Journal
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We investigate the problem of quaternion beamforming based on widely linear processing. First, a quaternion model of linear
symmetric array with two-component electromagnetic (EM) vector sensors is presented. Based on array’s quaternion model,
we propose the general expression of a quaternion semiwidely linear (QSWL) beamformer. Unlike the complex widely linear
beamformer, the QSWL beamformer is based on the simultaneous operation on the quaternion vector, which is composed of two
jointly proper complex vectors, and its involution counterpart. Second, we propose a useful implementation of QSWL beamformer,
that is, QSWL generalized sidelobe canceller (GSC), and derive the simple expressions of the weight vectors. The QSWL GSC
consists of two-stage beamformers. By designing the weight vectors of two-stage beamformers, the interference is completely
canceled in the output of QSWL GSC and the desired signal is not distorted. We derive the array’s gain expression and analyze
the performance of the QSWL GSC in the presence of one type of interference. The advantage of QSWL GSC is that the main beam
can always point to the desired signal’s direction and the robustness to DOA mismatch is improved. Finally, simulations are used

to verify the performance of the proposed QSWL GSC.

1. Introduction

As an important tool of multidimensional signal process-
ing, the quaternion algebra has been applied to parameter
estimation of 2D harmonic signals [1], DOA estimation of
polarized signals [2-4], image processing [5], space-time-
polarization block codes [6], Kalman filter [7], adaptive filter
[8, 9], independent component analysis (ICA) algorithm
[10], widely linear modeling and filtering [11-15], nonlinear
adaptive filtering [16], and blind source separation [17]. In
these applications, the interest in quaternion widely linear
processing has recently increased due to the use of the
full second-order statistical information in the quaternion
domain. In [13], a widely linear quaternion least mean square
(WL-QLMS) algorithm was presented to improve the accu-
racy in adaptive filtering of both second-order circular (Q-
proper) and second-order noncircular (Q-improper) quater-
nion signals. In [14], a class of variable step-size algorithms
were introduced into the WL-QLMS, so as to enhance the

WL-QLMS tracking ability and sensibility to dynamically
changing environments. In [15], a reduced-complexity WL-
QLMS algorithm was developed to reduce computational
cost and speed convergence of the WL-QLMS. In [16], a non-
linear quaternion adaptive filter and its widely linear version
were proposed based on locally analytic nonlinear activation
function. In [17], a quaternion widely linear predictor was
applied to the blind source separation to extract both Q-
proper and Q-improper sources. All the quaternion widely
linear algorithms employ the quaternion widely linear model
and the associated augmented quaternion statistics, which
includes the information in both the standard covariance
and the three pseudocovariances, so that their performance
was enhanced. Motivated by the benefits of signal processing
in quaternion domain, the quaternion beamformers [18-20]
were recently developed. In [18], a quaternion minimum
mean square error algorithm was proposed and applied to the
beamforming of an airborne trimmed vector-sensor array. In
[19], a quaternion-capon beamformer using a crossed dipole
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array was proposed to improve the robustness of Capon
beamformer. In [20], an interference and noise cancellation
algorithm of quaternion MVDR beamformer was proposed
to cancel the uncorrelated interference. Because the only
information in the standard covariance of quaternion signals
is used, the performance of these beamformers is not obvi-
ously enhanced. To make full use of the information in both
the standard covariance and the three pseudocovariances of
quaternion signals, the quaternion widely linear model may
be introduced in the quaternion beamformer. Unfortunately,
the quaternion beamformer based on widely linear model has
received a little attention.

In this paper, we investigate the problem of quaternion
beamforming based on widely linear processing. Because
the quaternion output vector of array with two-component
EM vector sensors is constructed by two jointly proper
complex vectors, we present firstly the general expression
of a quaternion semiwidely linear (QSWL) beamformer in
this paper. Unlike the complex widely linear beamformers
in [21-23], the QSWL beamformer can handle the proper
complex vectors, whereas in this case the complex widely
linear beamformer degenerates to conventional linear pro-
cessing due to the vanishing of pseudocovariance. Thus,
the QSWL beamformer can employ more information than
the complex widely linear beamformers to improve the
performance. Moreover, we propose a useful implementation
of QSWL beamformer, that is, QSWL generalized sidelobe
canceller (GSC), using a linear symmetric array. The QSWL
GSC consists of two-stage beamformers. By designing the
weight vectors of two-stage beamformers, the interference is
completely canceled in the output of QSWL GSC and the
desired signal is not distorted.

2. The Quaternion Widely Linear Beamformer
for Vector-Sensor Array

2.1. Quaternion Model of Vector-Sensor Array. Consider
that a scenario with one narrowband, completely polarized
source, which is traveling in an isotropic and homogeneous
medium, impinges on a uniform linear symmetric array
from direction (6, ¢). This uniform linear symmetric array
consists of 2M two-component vector sensors, which is
depicted in Figure 1, and the spacing between the adjacent
two vector sensors is assumed to be half wavelength. The
array’s reference point is at the array centroid and all vector
sensors are indexed by -M,...,-1,1,...,M from left to
right. Two complex series x,,,(n) and x,,,(n) are obtained
from first and second components of the mth two-component
vector sensor, respectively. The complex series x,,,(n) and
X,»(n) in the planes spanned by {1, i}, where i denotes a pure
unit imaginary, are given by

a, (6, ¢, . B)
o, (0,6, B) | I BB s> (@)

Xm1 (1’1)
Xm2 (n)
where 6 and ¢ denote the incidence sources elevation

angle measured from the positive z-axis and azimuth angle
measured from the positive x-axis, respectively. « represents
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FIGURE 1: A uniform linear symmetric array.

the orientation angle, and f signifies the ellipticity angle.
a,(0,¢,a, ) and a,(0,¢,a, 5) are the responses on first
and second components of two-component vector sensor,
respectively. q,,(0,¢) is the spatial phase factor describ-
ing wavefield propagation along an array, and q,,(0,¢) =
q",,(0,¢) due to the symmetric structure of uniform linear
array. s(n) is the complex envelope of the waveform, assumed
to be a stationary stochastic process with zero mean and
second-order circularity. Thus, x,,,(n) and x,,,(n) are also
a stationary stochastic process with zero mean and second-
order circularity.

Using x,,,,(n) and x_,,(n) (m = =M, ..., M), the output
of the mth two-component vector sensor can be written in
the quaternion’s Cayley-Dickson representation as

xm (1’1) = 'xml (7/1) + jx—mZ (”)
=y, (6,9) (a, (6§, B) + ja, (6, 6,0, B)) s (m) (2)
= 4 (0,9) P (6, 0, B) s (n),

where j denotes a pure unit imaginary in a quaternion
domain’. PO, ¢, 0, f) = a;(0,9,a B) + ja,(0,¢,a,p) is
the quaternion-valued response on a two-component vector
sensor. This transformation maps the complex signal x,,,, (1)
on scalar and i imaginary fields of a quaternion, and the
complex signal x_,,(n) is simultaneously mapped to the j
and k imaginary fields of a quaternion. It is noted that x,,(r)
is C'-proper” because two complex series x,,; () and x_,,, (1)
are second-order circularity. When the quaternion-valued
additive noise is considered, x,,(n) can be rewritten as

X (1) = q,, (0,0) P (0,0, 0, B) s (n) +n,, (n), (3)

where n,,(n) = n,,(n) + jn_,,n). n, (n) and n_,,xn)
are, respectively, the complex-valued additive noises at the
first component of the mth vector sensor and the second
component of the —mth vector sensor, which are assumed
to be zero mean, Gaussian noise with identical covariance
oﬁ. And it is assumed that n,,(n) and n;(n), where m # k, are
uncorrelated.

In order to extend this model to the multisource case,
we assume that K uncorrelated, completely polarized plane
waves impinge on this array. One is the desired signal
characterized by its arrival angles (8, ¢;) and polarization
parameters (ery, B); the others are the interference character-
ized by its arrival angles (0,,, ¢,,) and polarization parameters
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(a,, B,), where u = 2,...,K. Thus, the quaternion-valued
measurement vector of array can be written as

x(n) = [x_y (n),...,xM(n)]T

= q (04, 9a) P (045 g g Bg) 54 (1)

K
+ zq (eu’ ¢u) p (eu’ ¢u"xu’ ﬁu) Su (n) +N (”) (4)
u=2
K
= V54 (1) + Y V5, (n) + N (n),
u=2

where q(0,¢) = [q_m(0,9),...,q)(0, (/))]T denotes the
spatial phase vector. v; = q4P; and v, = q,P, are the
quaternion-valued steering vector associated with the desired
signal and the interference, respectively, where q(6,, ¢;) and
POy, ¢r> &, Bi) are denoted by q, and P, (k = d,u),
respectively. N(n) = [n_p(n),... ,nM(n)]T denotes the
quaternion-valued additive noise vector. Because x,,(n) (m =
—M, ..., M) is C'-proper, x(n) is also C'-proper vector.

2.2. The Quaternion Semiwidely Linear Beamformer. The
most general linear processing is full widely linear processing,
which consists in the simultaneous operation on the quater-
nion vector and its three involutions. Then, a quaternion
widely linear beamformer can be written as

y(n) = W (n) + Gx"” (n)
(5)

+H%Y (n) + Fx® (n),

where W, G, H, and F are the quaternion-valued weight
vectors. Superscript (-) denotes the quaternion conjugate
and transpose operator. x?(n), x” (1), and ¥ (n) denote the
quaternion involution of x(#) over a pure unit imaginary i, j,
and k, respectively.

The full widely linear processing is optimal processing
for the Q-improper quaternion vector. Since the quaternion-
valued vector x(n) is C'-proper vector, the optimal processing
reduces to semiwidely linear processing’. Because the semi-
widely linear processing consists only in the simultaneous
operation on the quaternion vector and its involution over
i, the general expression of a quaternion semiwidely linear
(QSWL) beamformer can be written as

y(n) = Wx(n) + G*x? (n), (6)
where x”(n) is given by [11]
x® (n) =—-ix(n)i

. K . (7)
=v{s; () + Y vPs, (m) + N (n).
u=2

Moreover, we can write the quaternion-valued output
series y(n) in the following Cayley-Dickson representation:

y(n) = ([W<'x(rz)]1 + [qu(i)(n)]l)
+j([qu(n)]2 + [qu(i)(n)]z) (8)

=y (n) + jy, (n),

where [x]; and [x], denote, respectively, the first and the
second complex-valued components of a quaternion x; that
is, x = [x]; + jlx],. Thus, the QSWL beamformer has
two complex-valued output series y,(n) and y,(n) in the
planes spanned by {1,i}, where y,(n) = [W™x(n)], +
[GxP ()], and y,(n) = [W'x(m)], + [G*'x?(n)],. Since
the conventional “long vector” beamformer has only one
complex-valued output series y, (n), the QSWL beamformer
can obtain more information than the conventional “long
vector” beamformer. The increase of information results
in the improvement of QSWL beamformer’s performance.
In addition, we incorporate the information on both x(n)
and x?”(n), so that the QSWL beamformer with different
characteristics may be obtained by designing two weight
vectors W and G under some different criterions.

3. The QSWL Generalized Sidelobe Canceller

In this section, a useful implementation of the QSWL
beamformer, that is, QSWL generalized sidelobe canceller
(GSC), is proposed. The QSWL GSC, which is depicted in
Figure 2, consists of two-stage beamformers. In the first-stage
beamformer (weight vector is W), we attempt to extract a
desired signal without any distortion from observed data. To
cancel interference, we attempt to estimate interference in
second-stage beamformer (weight vector is G). By employing
the output of the second-stage beamformer to cancel interfer-
ence in the output of the first-stage beamformer, there is no
interference in the output of the QSWL GSC. Compared with
the conventional “long vector” beamformer, the advantages
of two-stage beamformers are that the main beam can always
point to desired signal’s direction, even if the separation
between the DOAs of the desired signal and interference is
less, and the robustness to DOA mismatch is improved.

In the following, we derive the expressions of quaternion-
valued weight vectors W in the first-stage beamformer and G
in the second-stage beamformer. It is assumed that two (K =
2) uncorrelated, completely polarized plane waves, whose
waveform is unknown but whose DOA and polarization may
be priorly estimated from techniques presented in [2, 4, 25-
29], impinge on an array depicted in Figure 1. One plane wave
is the desired signal and its complex envelope is denoted
by s;(n); the other plane wave is the interference and its
complex envelope is denoted by s, (n). Since s,;(n) and s, (1)
are complex series, the output of the QSWL GSC must be
complex series. Because the quaternion-valued output has
two complex-valued components in the planes spanned by
{1,1}, we define the first complex-valued output component
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FIGURE 2: The structure of QSWL GSC.

as the output of the QSWL GSC. Thus, the complex-valued
output of the QSWL GSC is written as

Yasc (M) = [yoM], =y, (1) =y, (), 9)
where y,,(n) is the complex-valued output of the first-stage
beamformer; that is, y,(n) = [W(n)];; y,(n) is the

complex-valued output of the second-stage beamformer; that
is, y,(n) = [G'xD(n)],.

3.1. The First-Stage Beamformer. From (4), we have

Yy (1) = [qud]lsd (n) + [quu]lsu (n)
(10)
<
+ [WN@m)] .
In the first-stage beamformer, we attempt to minimize the
interference-plus-noise energy in y, (1), subject to the con-
straint [Wv,]; = 1.

Since the Cayley-Dickson representation of W, v, v,,, and
N(n) is, respectively, W = W, + jW,, v, = v + jvy,, v, =
V1 + jVo, and N(n) = N, (n) + jN,(n), we have

— H—
[Whvy], = Wilvg + Wi, =WV, (1)
[quu]l =Wiv, +Wiv,, = WHVM, (12)
— H—
[WN (n)]1 =WIN, () + WN, (1) =W N(n), (13)

where
— w = v
welw) o vl
- _ |V — [Ny ()
Vi = [vul] > N= [Nl (n)] :

Superscript ()" denotes the complex conjugate and trans-
pose operator. Thus, (10) can be rewritten as

Y (1) = W Vs, () + W Vs, () +W N(@n). (1)

Then, W can be derived by solving the following con-
strained optimization problem:

J (W) = min {WHRMW} , subjectto WH\_fd =1, (16)
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where
o | Elbs e sl E {0 sl )
" E{ %], %] E{[x,0], [x,m]5 |
(17)

is the covariance matrix and x;,(n) = v,s,(n) + N(n) is the
measurement vector of array in the absence of the desired
signal. The solution of this constrained optimization problem
is obtained by using Lagrange multipliers; that is,

-1
Rin Vd

W=—" %
SH <
Vd Rin Vd

(18)

- If the interference is uncorrelated with the additive noise,
W can be written in the simple form (the proof is in
Appendix A)
__ &V, -[P'P,].q"q,V
W:S d [u d]]quqd u (19)
“

where

w=2MP, e~ |[PR] [ |aad
(20)
e=&"+ 2M|Pu|2,

where &, denotes the input interference-to-noise ratio (INR).
Moreover, the quaternion-valued optimal weight vector W
may be given by

W =], W+ jJ,W, (21)

where J; = [Dapons Omxaml and J, = (0505000 Larxan]
are two selection matrices. It is noted that in some appli-

cations, such as Radar, R;, may be estimated in intervals
of no transmitted signal. But, R;, is not obtained in other
applications, such as Communications. In these applications,
we may replace R;, by R, where

E{xm)], [x(m)]'} E{[x(m)],[xm)]}}
R, = (22)
E{xm)],[xm))"} E{[x(m)],xn)]}'}

is the covariance matrix and x(n) = v s;(n) + v,s,(1n) + N(n)
is the measurement vector of array. When the distortionless
constraint is perfectly matched with the desired signal, the
weight vector W is identical in both R, and R;,, [30].

By using the optimal weight vector W, the complex output
of the first-stage beamformer can be given by

Vo (1) = 54 (1) + [quu]lsu (n) + [W'N (n)]l. (23)

3.2. The Second-Stage Beamformer. From (7), we have
Vg (n) = [qug)]lsd (n) + [qug)]lsu (n)
(24)
Ant(i)
+[G*NY ()] -
In the second-stage beamformer, we attempt to minimize the
noise energy in y,(n), subject to the constraints [G<‘vfi’)]1 =0

and [G<'v,(j)]1 = [W,];. In the following, two schemes are
presented to implement this aim.
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3.2.1. Scheme 1, That Is, Combined QPMC and MVDR. Let
G = wqsW,y, Where Wy is a quaternion-valued diagonal
weight matrix and w,, is a complex weight vector. In this
scheme, the first step is to achieve the constraint [G<’v‘(7l’)]1 =
0 by designing w(, and this step is referred to quaternion
polarization matched cancellation (QPMC); the second step
is to minimize the noise energy in y,(n) subject to the
constraint [G'v?], = [W,], by designing wy,,, and this
step is referred to MVDR.

Let wqg = diag{wgs(—M), . ...

qug) = wﬁvwasvg)

, Wos(M)}; then we have

ws (M) (64 44) PY (25)
= Winy : :
wiys (M) s (0> $4) PY
where superscript (-)* denotes the quaternion conjugate
operator. From (25) and the constraint [qut(i’)]1 = 0, we
have the constraint [was(m)qm(Gd, (/)d)P[gi)]l = 0, where m =
-M,...,M.Ifwos(m) = q,,(04 ¢4)(ay, + jay,), where ayy =
a, (04, ¢4, 05, B4) and ayg, = a,(04, g, 0y, ), this constraint
is satisfied. Thus, we can obtain
wos = diag (q,) (az, + jag,). (26)
where diag(q,) = diag{q_/(04 ¢a)> - - - 400> $a)}-
Inserting G = wqgW,y into (24), yg(n) can be rewritten
as
Vg (n) = WAH/IV[WSSVS)LSM (n) + wﬁv[wgsN(i) (”)]1' (27)

Then, w,,, can be derived by solving the following con-
strained optimization problem:

J (Wpgy) = min {wﬁvRstMV} ,
(28)

subject to WAH/IVVu =WV,

where Rypg = E{[wgsx(")(n)]1 [wasx(i)(n)]? } is the covariance
matrix and V,, = [Was"g)]l- The solution of this constrained
optimization problem is obtained by using Lagrange multi-
pliers; that is,

VIRV,
If the desired signal and interference are uncorrelated

with the additive noise, w,, can be written in the simple
form (the proof is in Appendix B)
Wy = %Vu, (30)

where

K= Vquu =2M (ladzlzlam'z + |ad1|2|au2|2)
* * H
-2R (adladzaulaul(qi) qé) > (31)

—n_\H _&'[PP;],q;q,
g, = (w Vu) - %

where R(-) denotes the real part of a complex number. y is
given by (20).

3.2.2. Scheme 2, That Is, LCMV. In this scheme, we employ
the LCMV beamformer as the second-stage beamformer.

Since the Cayley-Dickson representation of G, vg), v® and

u
N (n) are, respectively, G = G, + jG,, Vf;) = Vi — JVa
v = v, = v, and N9 (n) = N, (1) — jN,(n), we have

; —H—(i)
[qug)]l =Gy -Glv, =GV, (32)
[6%¢], =GV, -G, =GV, (33)

(6N, = GIN, (n) - GI'N, () =GN (n), (34)
where

— G =) V.
o-[g]. w-[3

G, Va2
35)
<0 [, =0, [Ny (n)
Vi = [_Viz] ’ N () = [_1\}2 (”)] '

Thus, (24) can be rewritten as
M) =G Vs, (M +G Vis,(m+G N (n). (36)

Then, G can be derived by solving the following con-
strained optimization problem:

] (G) = min {GHRMGG} , subject to G'c- gH, (37)
where
E [, @], [, ]} E{ [ ], [, 9], }

E {[xﬁn (n)]z[x;:n (n)]?} E {[xﬁn (n)]z[xjn (n)];{}
(38)

is the covariance matrix and x::n(n) = v;su(n) + N'(n) is the
quaternion involution of x;,(n). C = [Vg),\_/'s)] and g =

[g", 0], where g, is given by (31). The solution of (37) is given
by [30]

— _ _ -1
G =R;,;C(C"R;C) g (39)

If the desired signal and interference are uncorrelated
with the additive noise, G can be written in the simple form
(the proof is in Appendix C)

9

G- (amp[V) - [FiR] a0 V). w0

where
v = @MY [PLIPF - |[PIR] [ falfaal

(41)
=u-&"2M(P,[,



where u is given by (20). Moreover, the quaternion-valued
optimal weight vector G may be given by

G =J,G + j),G, (42)

where J; = [Lanoa Oanen] and T, = (050000 Lason] are
two selection matrices.

By using the optimal weight vector G, the complex output
of second-stage beamformer can be given by

¥, (n) = [W,] s, () + [GND ()] . (43)

Thus, the complex output of QSWL GSC may be rewritten
as

Yasc (1) =y, (n) = y, ()
. (44)
=54 (m) + [W'N®m)] - [GNY ()] .
From the above equation, we see that the interference com-
ponent is completely canceled in the output ygc(n).

3.3. The Performance Analysis. Since the QSWL GSC
can totally remove the interference, its output signal-to-
interference ratio (SIR) tends to infinite. Thus, we focus
our attention on the output signal-to-noise ratio (SNR) and

array’s gain. Let p, = E{|[W*N(n)], — [G'N®(1)],]*} be the
power of output noise. From (13) and (34), we have

[W<‘N(n)]1 - [G“N“’(n)]1

= WIN, (n) + WN, (n)

(45)
-GN, () + G'N, (n)
= (W - G')N; (m) + (W} + G} )N, ().
Then, p,, can be written as
P, =0, (W' = GJ') (W, - Gy)
+0, (Wi + G} ) (W, +G,)
(46)

=0 (W'W+G'G - WG, + W}'G,
~GI'W, + GJ'W,).
When the combined QPMC and MVDR are adopted in

the second-stage beamformer, p,, can be written in the simple
form (the proof is in Appendix D)

2
b= % (MInfe [0 [laafy). @
where
&R

Y= 2 - 2MIp [ (48)
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where « is given by (31). From (44), the expression of output
SNR and array’s gain A, may be written as

(2m|P,Je - |[P;Pd]1|2|qqud|2)2

SNR = gd 5
’ 2M(P,| e + |[P5Pd]1|2|‘luH‘ld|2)’q

2 2
 (eMmipae - (B3R o ad]”)
2M|R,[*e + |[PSRy], |2|(15le2)’(1 )

q

where &; denotes the input signal-to-noise ratio (SNR) and ¢
is given by (20).

When the LCMV is adopted in the second-stage beam-
former, p,, can be written in the simple form (the proof is in
Appendix E)

2
In

P = p (2m|p, P& +|[P7R] [affadv), GO

where

~ 2ME [P,
B Vv

Vi - 2M|Pu|2’ (51)

where v is given by (41). Then, the expression of output SNR
and array’s gain A; may be written as

2 2
(2m(P.fe - |[PiPA), Flaffad])
2M|Pd|252 + |[P:Pd]1|2|qqual|2Yl ,

SNRO = Ed

) (52)
2
<2M|Pd|2€ - |[P:Pd]1|2|qqud| )
1= .
2M|Pal|282 +|[PyP4], |2|‘luH‘ld|2Y1

From (49) and (52), we can see that the output SNR
and array’s gain depend on not only separation between the
DOA's of the desired signal and interference (i.e., IquH qgl), but
also difference between the polarization of the desired signal
and interference (i.e., [P} P;],]). The dependency of them on
Iq//q | and |[P'P,], | is shown in the following consequences.

(1) When IqqudI = 0, the separation between the DOAs
of the desired signal and interference reaches to the
maximum. In this case, Aq = A = 2M|Pd|2.
Further, |q'q| increases with the decrease of the
DOAs separation. Thus, the array’s gain of A, and
A, will reduce if |P,;|* is a constant. When q, =
9a> |qqud| = 2M. This implies that there is no
separation between the DOAs of the desired signal
and interference. In this case, the array’s gain is given
by

2
i 2M([Pyfe - 2M][PIR,],[)

= A= (53)

|P,[*e? + 2M|[P2P,), 'y



The Scientific World Journal

where

. &Pl
2M (B4R - |[PRa),[7)

—2MP,|>. (54)
Further, P, = P;ifa; = o, and 3; = f3,,. Thus, the
array’s gain A, = A; = 0 because y = co. This implies
that the QSWL GSC fails.

(2) When|[PP;],| =0,A, = A; = 2M|P;|. In the cases
that 0, = 0,#0and ¢; = ¢, #0 (i.e,, q, = q ), we
have |[P'P,],| = (sin®0c0s” ¢y + sin® ¢,) cos (e, —
ag)cos(B, — By) - fa, —ay = tm/20r B, - B4 =
+77/2, then |[P:Pd]1| = 0. This implies that, even
though there is no separation between the DOAs of
the desired signal and interference, the array’s gain
can also reach 2M|P,|* by using the orthogonality
between the polarization of the desired signal and
interference. Further, the array’s gain decreases with
the increase of |[P:Pd]1| if IPdI2 is a constant. When
P, = P, |[PSP,];] = |P,*. This implies that there is
no difference between the polarization of the desired
signal and interference. But, the array’s gain is not
equal to zero if q,, # q-

In addition, the output SNR and array’s gain depend also
on the input INR £, the array’s element number 2M, the
interference response’s power |P,|% and the desired signal
response’s power |P;|.

4. Monte Carlo Simulations

In this section, we investigate the performance of the pro-
posed QSWL GSC (i.e., QSWL-QPMC-MVDR and QSWL-
LCMV). In simulations, we consider a two-component
vector-sensor array depicted in Figure 1, where each two-
component vector sensor consists of one electric dipole and
one magnetic loop coaligned along the x-axis. For each two-
component vector sensor, the responses on the first and
second components are given by

[al 6,¢,q, ﬁ)] _ [ —sin¢ —sinﬂcosqb]

a, (6,¢,a, B) —sinfcos¢  sing
cosa sina| | cosf &)
[—sinoc cosoc] [isinﬁ]’

where 0 € (-n/2,7/2); ¢ € (-mnl; « € (—m/2,7/2];
and 8 € [-m/4,7/4]. The spatial phase factor vector
q(e’ ¢) _ [efi(Mn/Z) sin0c0s¢, o ei(Mrr/Z) sin@cosqS]T‘ To prevent
performance degradation in the presence of DOA mismatch
and/or array perturbations, we use the three main-lobe
constraints [30], thatis, C = [V ;(6;), V4(0,-6.), V;(0,+6,)]
and g = [1,1,1]", in all experiments. It is assumed that £, =
10 and £, = 1. To compare the performance, the complex
“long vector” LCMV (CLCMYV) beamformer [30-32] is also
included in simulation results.

4.1. Performance for One Type of Interference. In the presence
of a single interference, we illustrate the performance of the

Output SNR (dB)

0 10 20 30 40 50 60 70 80 920
A0 (deg)
—— QSWL-QPMC-MVDR

—— QSWL-LCMV
—o— CLCMV

FIGURE 3: Effect of the angular separation A0 between the interfer-
ence and the desired signal.

proposed QSWL GSC by employing two experiments. We
assume that M =6, ¢, = ¢; = 60", ot, = x; = 30", B, = B; =
30°, and 0, = 1°. In the first experiment, we investigate the
effect of the angular separation A0 between the desired signal
and the interference, where A0 = 0, — 0,,. Figure 3 displays
the output SINR as a function of A9, where 6, = AG,0,; = 0".
From Figure 3, it is seen that the output SINR of the proposed
QSWL GSCislarger than that of the CLCMV in small angular
separation (i.e., A@ < 40°). Compared with the QSWL-
QPMC-MVDR, the QSWL-LCMYV has a little increase of the
output SINR. This implies that the QSWL GSC has the better
performance in small angular separation.

In the second experiment, we assume that the covariance
matrix R,, instead of R;,, is available. Figure 4 displays the
power patterns for three values of |A@|: 60°, 20°, and 10°,
where 8; = |A8], 8, = 0°. From Figure 4, it is seen that the
power is almost zero towards the interference’s DOA (located
at 0°) in all cases. When |A6| decreases, the main lobe of the
QSWL GSC points almost to the source location, but the main
lobe of the CLCMYV is away from the source location. This
implies that the QSWL GSC outperforms obviously CLCMV
as the desired signal moves towards the interference. In
addition, the side lobes are amplified with a decrease of |A9).
These side lobes lead the beamformer to capture the white
noise which spans the whole space, so that the performance
of beamformer degrades.

4.2. Performance for Two Types of Interference. In the pres-
ence of several types of interference, the performance analysis
of the proposed QSWL GSC is not so easy in theory. Thus, we
employ two experiments to illustrate the performance of the
proposed QSWL GSC. We assume that there are two types of
interference with identical input INR, ¢; = ¢, = ¢,, = 60°,
g = & = Ky = 300’ ﬁd = ﬁul = ﬂuZ = 300’ and ec = 3%



=90

— QSWL-QPMC-MVDR
--- QSWL-LCMV
--- CLCMV

(a) |A0] = 60°

— QSWL-QPMC-MVDR
--- QSWL-LCMV
--- CLCMV

(b) |A8] = 20°
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— QSWL-QPMC-MVDR
--- QSWL-LCMV
--- CLCMV

(c) |A8] = 10°

FIGURE 4: The power patterns at 6, = 0" and 6, = |Af)].
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FIGURE 5: Effect of the angular mismatch between the distortionless
constraint direction and the real arrival direction of the desired
signal at M = 3.

The covariance matrix R, is used. In the first experiment, we
investigate the effect of DOA mismatch, where 0 is used to
denote the real presumed DOA of the desired signal. Figures
5 and 6 display, respectively, the output SINR as a function

ofat M = 3and M = 6, where §; = 0°,6,; = —20°, and
0,, = 20°. From Figures 5 and 6, it is seen that the QSWL-
LCMYV beamformer outperforms obviously both the QSWL-
QPMC-MVDR and the CLCMV. In the case of no DOA
mismatch and M = 6, the output SINR of the QSWL-LCMV
is 25 dB more than that of the CLCMYV, but the output SINR of
the CLCMV is larger than that of the QSWL-QPMC-MVDR.
When the array’s element number reduces, the performance
of the CLCMV degrades. At M = 3, the output SINR of
the QSWL-QPMC-MVDR are 12dB more than that of the
CLCMV. The cause of this behavior is that the QSWL GSC has
larger degrees of freedom than the CLCMV. Thus, the QSWL
GSC has the better performance when many constraints are
simultaneously imposed and/or the array’s element number is
reduced. In addition, when the DOA mismatch is little, such
as 0 < 10°, the output SINR of three beamformers do not
obviously degrade.

In the second experiment, we investigate the effect of
snapshots 7, where the covariance matrix R, is replaced by
the sample covariance matrix R . Figure 7 displays the output
SINR as a function of n at M = 6, where 6; = 0°,0,, = —30°,
and 6, = 30°. From Figure7, it is seen that the QSWL
GSC has slower convergence than the CLCMV. But the output
SINR of the QSWL-LCMYV are obviously more than that of
the CLCMV.

5. Conclusion

In this paper, we propose a quaternion semiwidely linear
beamformer and its useful implementation based on a
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50
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FIGURE 6: Effect of the angular mismatch between the distortionless
constraint direction and the real direction of the desired signal at
M = 6.

15 T T T T

Output SNR (dB)

0 200 400 600 800 1000
n
—— QSWL-QPMC-MVDR

—— QSWL-LCMV
—— CLCMV

FIGURE 7: Effect of the number of snapshots at M = 6.

quaternion model of linear symmetric array with 2M two-
component EM vector sensors. Since the QSWL GSC consists
of two-stage beamformers, it has more information than
the complex “long vector” beamformer. The increase of
information results in the improvement of the beamformer’s
performance. By designing the weight vectors of two-stage
beamformers, the interference is completely canceled in the
output of QSWL GSC and the desired signal is not distorted.
Simulation results reveal that the proposed QSWL GSC has
the better performance in small angular separation and the
robustness to DOA mismatch.

Appendices
A. Derivation for (19)

If the interference and additive noise are uncorrelated, we
have

R, =0V, V. +0’L, (A1)
where O‘ﬁ and aﬁ are the covariance of interference and

additive noise, respectively. By making use of the matrix
inversion lemma (see Appendix in [30]), we find

— —H
_ 1 Vv,V
R, = —|1-—"f— |, (A.2)
Tn E;l + Vu Vu
where £, = (ri /aﬁ. Plugging (A.2) into (18), we obtain
— — —H— - —H—
Wo o (V¥ Vol (5 + 9. V.) (A3)

ViVa- (VaVVVal (514 V,V.))

Plugging VkHVk = 2M|P)* (k = d,u) and VuHVd =
[P:Pd]lqqud into (A.3), we can obtain (19) after some
manipulation.

B. Derivation for (30)

If the interference and additive noise are uncorrelated, we
have

Ros = 02V, VI + 62|Py|’L. (B1)

By making use of the matrix inversion lemma, we find

v, v
R(;S: ! 2(1— e ) (B.2)
a2 |P,] &P+ VIV,
Plugging (B.2) into (29), we obtain
S Vu—(VuVuHVu/ (£;1|Pd|2+\7uHVu)) T
Iy, - (VEV, VY, / (1R, + VHY,))
(B.3)

Plugging V'V, = x and Vfw = g, into (B.3), we can obtain
(30) after some manipulation.

C. Derivation for (40)

Since C = [
given by
(c"RyC)

—OH - —()H
1 Vd RmGVd _V RmGVd

V p ] the inverse of 2 X 2 matrix CHR GC is

(C1

T —()H —(H
_Vd RmGV V RmGV
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where

—(>()H SOH_ 1 (i)
- V RmGV Vd RmGVd
<00) <) (€2)
i)H i -1
- V RmGVd Vd RmGV

is the determinant of 2 x 2 matrix C"R;,,C. Plugging (C.1)
into (39) and after some manipulation, we obtain

=_ Y1 (p-1 cOH 1 ()
G= ? (RinGV Vd RmGVd )
S0 ) (€3)
g1 i—=({)H i
- (RmGVd Vd RmGV )
By making use of the matrix inversion lemma, we find
p—r)
a1 &V,
RinGVu = ; —()H—
n& 1 +V, V
(C.4)

2
Oy

()= () H=()
1 =) 1 [ =6 VIVI le
RinGVd = Vd - —(i)H—(i)
f‘ V V

Plugging (C.4) into (C.3) and using the results Vg)Hvl(j) _
2MIBF (k = d, WiV, = (PRl g and V'V, =
HNH—(), g

(V v
manipulation.

[P;Pu]lngu, we can obtain (40) after some

D. Derivation for (47)

Using (19), we can easily obtain

—u_ 2Me|p|
W W = —
) o g 2 (D.1)
B (25;1 +2M]|P,| )l[P:Pd]1| |qu Qd'
>
Using the results wogwes = |P,I* and Wit wyn =
|g11% /%, we can easily obtain
—H= q q
G G=GG= (WQSWMV) (WQSWMV)
D.2
|pd| &, Zl[PQPd |qu Qd' (D:2)
WK
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Using (19) and (26), we can easily obtain

3VI;1 diag (q,;) WAy,
g
H ) .
B ([P:Pd] 1q1lj‘1d) VZI1 diag (q,) warya),
g

H
Wl Gl

eas a; )
= %fﬁ diag (q,) Wary

([P;Pd]lqqud) auladz H
- , diag (Qd) Wy

U
(D.3)

_ eVY, diag(q;) wyvay,
U
H . * *
([PyPs],a}'aq) Vi) diag (q;) warvaj,
u

=
o)
o
|

%(‘Ig diag(qd))*wMV
< H H .
([Pupd]lqu qd) auZadl(

" quH diag (‘Id)) Wamy-

(D.4)

and q,,

Using q diag(q,) = (q diag(qy))*

q'! diag(q,), we can obtain

wig, -wlg,

_([P:Pd]lqqud)H

= (D.5)
¢

( * * * * * )
X193, 9ud ~ D% 9ua) WMy

Using (30) and (31), we can easily obtain (a;,a},q,4 —
4,87, 9,,) Wy = ;- Thus, we have

H
([PeP),a'as) gy
‘l/l
_ 2
Eull[P;Pd]1|2|qqud|
w2

H H
W1G1_W2G2:_

(D.6)

H
G'W, - Gi'W, = (WG, - W}'G,)

_ 2
fu1|[P:Pd]1|2|quHQd|
w ’

Plugging (D.1), (D.2), and (D.6) into (46), we can obtain (47)
after some manipulation.
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E. Derivation for (50)

Using the results V,(j) Vk =2M |Pk|2 (k = d,u); V(I)HVS) =

[P P;],q, q 5 and Vd Y (V(I)HVS)) we have

2M|pfy = (M LYY - [PR) gfa YY)

(E.1)
2550 ()
x (2M|P v, - [Pip] da.V a)
Using (40), we can easily obtain
GG =2M|p,|’ |gl|
, (E.2)
2M|Pd| §C| PPl |‘lu‘ld|
ury
Using (19) and (40), we can easily obtain
2
WG, = g182M|Py| VLV,
wy
 9:[PiP),97 9. Vi Var
72
H 2
~ gl([P;Pd]lqqud) 2MP,| ViV,
wy
. 91([P:Pd]1quHQd) [Pd ]1‘14 unuIle
w ’
(E.3)
2
WiG, = G1E2M|P,| VIV,
uv
+ gls[P;Pu]l‘l(Ii{CIuVZde
725
H 2
. gl([P:Pd]lqqud) 2M|P,[ V5V,
7%
< H_ \Hipa H_ ~7H
_ gl([PuPd]lqu qd) [Pdpu]lqd unMZVdZ
w ’
(E.4)

Using the results ViV, + VkHZsz = 2M|Pk|2 (k = d,u);
ViV + ViV, = [PyP,1,q g, and ViV, + VIEV,, =
[P;Pd]lqu q,> we have

PP, [ lat aa|

H H
W1G1_W2G2:_ Mz

H
G'W, - Gy'W, = (W'G, - W}G,) (ES)

_ 2
&NPIR, ol adl
w '

1

Plugging (D.1), (E.2), and (E.5) into (46), we can obtain (50)
after some manipulation.
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Endnotes

1. According to the property of quaternion shown in [24],
we have jc = ¢"j for any complex number c. Thus,
Jx_ () = q,,(0,¢)ja, (0, ¢, a, B)s(t). Since the spatial
phase factor g,,,(0, ¢) in x,,,(t) is identical with that in
jx_ 0 (t), we use x_,,(t) instead of x,,,(f) to construct
the quaternion-valued signal x,,,(¢).

2. According to the definition in [11], x is C'-proper if it can
be represented by means of two jointly proper complex
vectors in the plane spanned by {1, i}.

3. According to the definition in [11], the augmented
covariance matrix of a C'-proper quaternion vector x can
be written as

. R. 0
Rez = E{qu} = [ Sx RS]Z:| ) (%)
X,X
where X = [x, x0T, x0T, (k)T] is the augmented qua-
ternion vector; X = [xT xT] is the semiaugmented

quaternion vector; and Rgx = E{xX"} is the semiaug-
mented covariance matrix of quaternion vector x. In
comparison with the semiaugmented covariance matrix
R;;, the augmented covariance matrix Rgz has no
more extra information. In other words, the full widely
linear processing is equivalent to the semiwidely linear
processing in handling the C’-proper quaternion vector.
We should not expect that the performance is improved
by replacing semiwidely linear processing with full widely
linear processing.
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In order to overcome the limitation of traditional nonnegative factorization algorithms, the paper presents a generalized
discriminant orthogonal non-negative tensor factorization algorithm. At first, the algorithm takes the orthogonal constraint into
account to ensure the nonnegativity of the low-dimensional features. Furthermore, the discriminant constraint is imposed on
low-dimensional weights to strengthen the discriminant capability of the low-dimensional features. The experiments on facial
expression recognition have demonstrated that the algorithm is superior to other non-negative factorization algorithms.

1. Introduction

Over the past few years, the nonnegative matrix factorization
algorithm (NMF) [1] and its variants have proven to be useful
for several problems, especially in facial image characteriza-
tion and representation problems [2-8]. The idea of nonnega-
tive factorization is partly motivated by the biological fact that
the firing rates in visual perception neurons are nonnegative.

However, NMF and its variants have some drawbacks.
First of all, NMF requires that all object images should be
vectorized in order to find the non-negative decomposition.
This vectorization leads to information loss, since the local
structure of the image is lost. Moreover, NMF is not unique
[9, 10]. In order to remedy these drawbacks, non-negative
tensor factorization (NTF) has been proposed [11-13]. NTF
represents a facial expression database as a three-order
tensor. The tensor representation avoids the vectorization
operation and preserves the structure of the data. Under
some mild conditions, NTF is unique. Existing NMF and
NTF algorithms project data into low-dimensional space with
the inverse or pseudoinverse of the basis images, so both of
them cannot guarantee the nonnegativity of low-dimensional
features, which restricts the application of non-negative

factorization in real world. Furthermore, NTF do not take
into account class information in data samples. Actually, it is
believed that those features with discriminant constraints are
of great importance for pattern recognition. Reference [14]
develops a discriminant non-negative tensor factorization
algorithm (DNTF), which adds fisher discriminant constraint
into the objective function. But like other discriminant non-
negative matrix factorizations [6, 15-18], DNTF employed
discriminant analysis on the representation coeflicients and
not on the actual features used in the recognition procedure.
The actual features used for recognition are derived from
the projection of data samples to the bases matrix and only
implicitly depend on the representation coefficients.

Based on the above analysis, the paper proposes a
generalized discriminant orthogonal non-negative tensor
factorization algorithm (GDONTF), which makes full use of
the class information and imposes the orthogonal constraint
to the objective function. The algorithm not only guarantees
the non-negativity of low-dimensional features, but also gen-
eralizes discriminant constraints to low-dimension features.
The experiments on facial expression recognition indicate
that GDONTF achieves better performance than other non-
negative factorization algorithms.
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2. Generalized Discriminant Orthogonal Non-
Negative Tensor Factorization

Consider an N order tensor X € R every data

sample X; is an n — 1 order tensor; that is, X; € R¥*% @1,
in which d,,d, ---dy_;, is the dimensionality and dy is the
number of data set. The data set is divided into C classes.
Data samples belonging to class ¢ denote V(c); the number
of data samples in V(c) is N.. In order to guarantee the
non-negativity of low-dimensional features and take use of
the class information, we propose generalized discriminant
orthogonal non-negative tensor factorization algorithm; the
objective function of which is defined as follow:

2

R
o HX YU U e batrls,] - prrs,]
r=1 (1)
T
st. UPU™ =1 n=12...,N-1L
In which, @ > 0, 3> 0,U” > 0,n = 1,2,..., N, I is the

identity matrix and S, and S, are the within- and between-
class scatter matrices of the low-dimensional features, respec-

T
tively. Because UU™" = I, low-dimensional features can
be computed as follows:

= (UMY oUuNPo...0U? U)X, = WX,

)

where the basis matrix W = UN "V oUN? e...0U? oUW,
Let h; be the low-dimensional features of the sample X; then
the feature matrix H € R consists of all low-dimensional
features, d is the low dimensionality of samples, and M is
the number of all samples. Actually, the separability of the
weight coefficient has nothing to do with the recognition
accuracy, while the class separability of the low-dimensional
features has a great influence on the recognition accuracy.
Consequently, the within- and between-class scatter matrices
are defined as follows:

Z > (h=m) (b -m)"

c=1u;eV(c)

C

) (WX m) (WX, -m), @)

c=1uy,eV(c

i

C
Sb = ZNC (mc - m) (mc - m)T’
c=1

where m, is the mean of the low-dimensional features in the
class ¢ and m is the mean of all low-dimensional features.
The objective function in (1) can be written as the following
optimization problem:

2

m1n ZU b 2 “io U:(j\’) +atr [S,] - Btr [Sy]
s.t. U(") > 0
U")TU(”):I, n=1,2...,N-1.

(4)
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Since the basis matrix W consists of the projection
matrices U™, n = 1,2,...,N — 1, we solve the projection
matrices U™, n = 1,2,...,N — 1, and the weight matrix
UM, respectively, to deal with the optimization problem (4).
First of all, we formulate the Lagrange multipliers out of the
constrained optimization problem in (4):

F(U™,2) = | Xy - UG +atr[s,] - Btr[S,)
- (5)
+Tr [A <U(") U™ - 1)] )
whereG=UN o ...ocUV oUW oU® 0...0 U™V,
Take the derivative of f (U™, 1) with respect to U™ and
An=1,2,...,N —1; we have
af (n) (n) aTT (Sw)
U™ - -2X,)G+2U G'G+20") + U™
oTr (S ( )
i 6)
= -2X(,)G +20"G G + 20X + aVT7 (S,,)
— ﬁvT?’ (Sb) N
af 7T )
=U" U - 7
] (7)

Set (6) and (7) to zeros; we get
~2X ;)G +2U"G G + 20"\ + aVT7 (S,,)

(8)
- pVTr(S,) =0

u™Ty™ Z )

Left multiply both side of (8) by U(”)T; we immediately
have

T T T
— 20" X,,G + 20" UGG + 20" U™
. . (10)
+aU"™ VTr (S,) - pU™ VTr(S,) = 0.
Therefore, the update rule for U™ is
U(")Hl _ U(n)t 2X n)G + ﬁVTT‘ (Sb) (11)

2UMGTG +2UMA + aVTr (S,)
. _ (n) . .
The gradient [VTr(Sb)]i,j = aTr[Sw]/auij is given by
oTr [S,]
(n)
ou, ;i

_ 0 Zp chzl thev( (h mC) (hP - mC)T

(1)
ou ii
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(12)
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Because W = (UN DV oUWN 2 o...0U® 0 UW), we can
get

x| o (UNPour?o @U(l))T
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To solve the weight matrix U, the objective function is

2

¥ (U(N)) _ ll X - U(N’(U‘N‘“ oUN?5...0 U(l))T
(18)

The gradient functon is
g (U™) = 22X W + 20N W W, (19)

where W = UND oUWV g...0UuW,



FIGURE 1: Some images in the Jaff facial expression database.

TaBLE 1: Comparison of the best recognition rates for all tested
algorithms.

Algorithms Recognition rate ~ Algorithms = Recognition rate
NMF 79.19% NMFOS 89.06%
DNMF 92.06% FisherNMF 92.06%
DNTF 95.24% GDONTF 97.07%
Consequently, the update rules of UY) are
t+1 t (X (N)W)"
oy ; 20)

ij —Yij (U(N)WTW)i‘ :
]

3. Experiments

We have conducted facial expression recognition in order
to compare the GDONTF with other algorithms such as
NMFOS [19], DNMF [6], FisherNMF [16], and DNTF [14].
Because these algorithms calculate low-dimension features in
iteration form, the iteration number is 100. For NMFOS and
GDONTE A = 1.y = 0.5in DNMF and « = 1 in FisherNME.
All low-dimension features are classified by SVM with linear
kernel.

The database used for the facial expression recogni-
tion experiments is Jaff facial expression database [20].
The database contains 213 images of ten Japanese women.
Each person has two to four images for each of the seven
expressions: neutral, happy, sad, surprise, anger, disgust, and
fear. Each image is resized into 32 x 32. A few examples
are shown in Figure 1. We randomly select 20 images from
each expression for training; the rest is used for testing. The
recognition rates with various dimensionalities of different
algorithms are shown in Figure 2. Table1 shows the best
recognition rates of the above algorithms. Because NMF is
unsupervised learning algorithm, it has the lowest recogni-
tion rates. DNMF and FisherNMF have better recognition
rates with supervised learning. It is interesting that NMFOS
is superior to DNMF and FisherNMF when the feature
dimensionality is from 16 to 160 and is better than DNTF
when the feature dimensionality is from 16 to 40, which
also illustrates the validity of the orthogonal constraint. It is
obvious that GDONTF outperforms other algorithms and the
best recognition rate is up to 97.07%.
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FIGURE 2: Facial expression recognition rate versus dimensionality
in Jaff database.

4. Conclusion

In this paper, a generalized discriminant orthogonal non-
negative tensor factorization algorithm is proposed con-
sidering the orthogonal constraint and the discriminant
constraint. For the algorithm, the non-negativity of the low-
dimensional features is preserved due to the orthogonal
constraint for either training samples or testing samples. In
order to enhance the recognition accuracy, the discriminant
is conducted on low-dimensional features instead of the
weight coefficient of the basis images. The experiments also
validate the performance of the algorithm.
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We present two time invariant models for Global Systems for Mobile (GSM) position tracking, which describe the movement in
x-axis and y-axis simultaneously or separately. We present the time invariant filters as well as the steady state filters: the classical
Kalman filter and Lainiotis Filter and the Join Kalman Lainiotis Filter, which consists of the parallel usage of the two classical filters.
Various implementations are proposed and compared with respect to their behavior and to their computational burden: all time
invariant and steady state filters have the same behavior using both proposed models but have different computational burden.
Finally, we propose a Finite Impulse Response (FIR) implementation of the Steady State Kalman, and Lainiotis filters, which does

not require previous estimations but requires a well-defined set of previous measurements.

1. Introduction

The Global Positioning System (GPS) is the most popular
positioning technique in navigation providing reliable mobile
location estimates in many applications [1-4]. Thus wireless
location systems offering reliable mobile location estimates
have been studied by researchers and engineers over the past
few years. Various techniques require one base station or at
least two base stations or more than three base stations in
order to determine the location of the user. The accuracy
of the positioning results is affected by many interference
sources as the signals propagate in the atmosphere. So, tech-
niques were developed using filters to estimate the location
of the user through the location information exchanged
between the handset and the base station. Kalman filter
has been used in the localization process [4-6], due to the
following advantages mentioned in [5]: (a) Kalman filter [7-
9] processes noisy measurements and so it can smooth out the
effects of noise in the estimated state variables by integrating
more information from reliable data more than unreliable

data and (b) Kalman filter allows the combination of mea-
surements from different sources (locomotion data) and dif-
ferent times. Kalman filter was implemented for Global Sys-
tems for Mobile (GSM) position tracking in [5]: Kalman filter
was used for tracking in two dimensions and it was stated that
Kalman filter is very powerful due to its reliable performance,
because it yielded enhanced position tracking results.

In this paper we extend the ideas in [5] in two fields:
(a) by using two models for GSM position tracking, which
describe the movement in x-axis and y-axis simultaneously
or separately and (b) by using the Kalman filter and the
Lainiotis filter [8, 10]. The paper is organized as follows. In
Section 2, we present two time invariant models for Global
Systems for Mobile (GSM) position tracking, which describe
the movement in x-axis and y-axis. In Section 3, we present
the time invariant filters: Kalman filter, Lainiotis Filter and
Join Kalman Lainiotis Filter. In Section 4, we present the
corresponding steady state filters. In Section 5, various imple-
mentations are proposed. In Section 6, we compare the filters
with respect to their behavior and to their computational
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burden. In Section 7, we propose a Finite Impulse Response
(FIR) implementation of the Steady State Kalman and Laini-
otis Filters. Finally, Section 8 summarizes the conclusions.

2. Time Invariant Models

Linear estimation is associated with time invariant systems
described by the following state space equations:

x(k+1)=Fx (k) + Guw (k),

€]
z (k)

for k > 0, where x(k) is the n-dimensional state vector at
time k, z(k) is the m-dimensional measurement vector at time
k, F is the n x n system transition matrix, H is the m x n
output matrix, w(k) is the plant noise at time k, v(k) is the
measurement noise at time k. Also, {w(k)} and {v(k)} are
Gaussian zero-mean white random processes with covariance
matrices Q and R, respectively. The initial state x(0) is a
Gaussian random variable with mean x; and covariance P,
and is assumed to be independent of w(k) and v(k).
In this paper we consider two models.

= Hx (k) + v (k)

Model A. The first model (model A) describes the movement
in x-axis and y-axis simultaneously and follows the ideas in
[5].

The state vector is of dimension n = 4 and contains
the position and the velocity in x-axis and y-axis: x(k) =
[Sx(k) v, (k) Sy(k) Uy(k)]T. The measurement vector is of
dimension m = 2 and contains the measured position x-axis
and y-axis: z(k) = [z,(k) z,(K)]".

Then we take:
1 At 0 0 SAt 0
0100 1 0
F=10 0 1 at|’ G_OlAt,
0001 2 (2)

L0 1

1 At 0 0]

H‘[o 0 1 At|’

T

The plant noise w(k) = [w,(k) w,(k)]" is Gaussian zero-

2
o 0
mean with covariance matrix Q = [ "q ]

0 ayq

[v,.(k) vy(k)]T is Gaus-

. . . . o, 0
sian zero-mean with covariance matrix R = [ - ]

The measurement noise v(k) =

0 O'yr

Model B. The second model (model B) describes the move-
ment in x-axis and y-axis separately. In each axis, the state
vector is of dimension n = 2 and contains the position and
the velocity: x(k) = [s(k) v(k)]T. The measurement vector
vector is of dimension m = 1 and contains the measured
position z(k).

Then we take:
1
F=[1At], G=[§At], H=[1 A]. (3)
01 1
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The plant noise w(k) is Gaussian zero-mean with covariance
matrix Q = 02.

The measurement noise v(k) is Gaussian zero-mean with
covariance matrix R = af.

It is obvious that we are able to describe the movement
in both axes using two separate state vectors: x (k) =
[s.(k) v (k)] for the x-axis and x (k) = [s,(k) v (k)] for
the y-axis. If we merge these two state vectors, we take the

state vector x(k) = [sc(k) v, (k) s,(k) vy(k)]T of model A.

3. Time Invariant Kalman and Lainiotis Filters

In this section, we present the classical time invariant Kalman
filter [7-9] and Lainiotis Filter [8, 10], which are the most
well-known algorithms that solve the filtering problem.
Both algorithms compute the estimation x(k/k) and the
corresponding estimation error covariance P(k/k). We also
propose the Join Kalman-Lainiotis Filter which consists of
the parallel (with the same measurements) usage of two filters
(one Kalman filter and one Lainiotis Filter) and combination
of the results (weight 50% for each filter).

Kalman Filter (KF). The following equations constitute the
KEF:

x (k+1/k) = Fx (k/k),

P(k +1/k) = (GQG") + FP (k/k) F',

K(k+1)=P(k+1/k) HT[HP (k+ 1/k)HT +R] ., W

xk+1/k+1)=[I-K((k+1)H]x(k+1/k)
+Kk+1)z(k+1),

P(k+1/k+1)=[I-K(k+1)H]P(k+1/k),

for k > 0, with initial conditions x(0/0) = x, and P(0/0) =
P,.

The Kalman filter computes the estimation x(k/k) and the
estimation error covariance P(k/k) through the prediction
x(k+1/k) and the corresponding prediction error covariance
P(k + 1/k) using the Kalman filter gain K(k).

Lainiotis Filter (LF). The following equations constitute the

LE:
x(k+1/k+1) =K,z (k+1)+F,[I+P(k/k)O,]”"

x [P (k/k) K,z (k + 1) + x (k/k)],
(5)

P(k+1/k+1) =P, +F,[I+P(k/k)O,] ' P (k/k)FL (6)

for k > 0, with initial conditions x(0/0) = x, and P(0/0) =
P,, where

- [H(GQG")H" +R]",
K,=(GQG")H"A

K, =F H'A,
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P, = (GQG") - K,H (GQG"),
F,=F - K,HF,

0, = F'H" AHF.
)

Join Kalman-Lainiotis Filter (JKLF). The filter consists of the
parallel usage of two filters (one Kalman filter and one Laini-
otis Filter) with the same measurements and combination of
the results (weight 50% for each filter):

< (6/K) = 2w (KIR) + > x5 (JR),
(®)

P (k/K) = 5 Py (1K) + 5 P (KJR).

4. Steady State Kalman and Lainiotis Filters

For time invariant systems, it is well known [7] that there
exists a steady state value P,, of the prediction error covariance
matrix, if the signal process model is asymptotically stable, or
if the signal process model is not necessarily asymptotically
stable, but the pair [F, H] is completely detectable and the pair
[F, GG, ] is completely stabilizable for any G, with G,G| = Q.
Then there also exist a steady state value P, of the estimation
error covariance matrix and a steady state value K of the
Kalman filter gain.

In this section we present the Steady State Kalman filter
and Lainiotis Filter. Both algorithms compute the estimation
x(k/k) using the previous estimation and the current mea-
surement. We also propose the Join Steady State Kalman-
Lainiotis Filter, which consists of the parallel usage of two
filters (one Steady State Kalman filter and one Steady State
Lainiotis Filter) with the same measurements and combina-
tion of the results (weight 50% for each filter).

Steady State Kalman Filter (SSKF). The following equation
constitutes the SSKF:

x(k+1/k+1) = Agpx (k/k) + Bgpz (kK + 1) )
for k > 0, with initial condition x(0/0) = x,, where
Agp = [I - KH]F,
By = K.

(10)

The steady state Kalman filter gain K is computed by K =
P.H T[HPPH T+ R]™!, where P, is the steady state prediction
error covariance computed by solving the Riccati equation
emanating from Kalman filter (REKF):

P, =(GQG") +FP,F" —FP H'[HP,H + R]_IHPPFT.
(11)

In view of the importance of the Riccati equation emanating
from Kalman filter, there exists considerable literature on
its algebraic solutions [7, 11] or iterative solutions [7, 12-15]
concerning per step or doubling algorithms.

Steady State Lainiotis Filter (SSLF). The following equation
constitutes the SSLEF:

x(k+1/k+1) = Apx(k/k) + Bpz (k+1), (12)
for k > 0, with initial condition x(0/0) = x,, where

-1
ALF = Fn[I +Peon] 4
(13)
BLF = Kn + Fn [I + Peon]_IPeKm’

and P, is the steady state estimation error covariance com-
puted by solving the Riccati equation emanating from Lainiotis
filter (RELF):

P,=P,+F,[I+P0,] 'PF . (14)

n

In view of the importance of the Riccati equation emanating
from Lainiotis Filter, there exists considerable literature on its
algebraic or iterative solutions [12, 14-16] concerning per step
or doubling algorithms.
Note thatin [8] it is shown that SSKF is equivalent to SSLF,
since
Agr = Arps
(15)
Byg = By

Join Steady State Kalman-Lainiotis Filter (JSSKLF). The filter
consists of the parallel usage of two steady state filters (one
Steady State Kalman filter and one Steady State Lainiotis
Filter) with the same measurements and combination of the
results (weight 50% for each filter):

x (kIR = S (/) + 330 (TR, 16)

fork > 0.

5. Implementations

In this section, we propose various implementations.

The use of model A which describes the movement in
x-axis and y-axis simultaneously requires the use one filter;
we are able to use KF/LF/SSKF/SSLF/JKLF in order to com-
pute the estimation and the corresponding estimation error
covariance.

The use of model B, which describes the movement in x-
axis and y-axis separately, requires the use of two filters KF/
LF/SSKF/SSLF/JSSKLF in order to compute the estimation
and the corresponding estimation error covariance for each
movement. It is obvious that, if we merge the estimation

x, (k/k) = [sx(k/k) vx(k/k)]T for the movement in x-axis

and the estimation x,,(k/k) = [s,(k/k) vy(k/k)]T for the
movement in y-axis, we take the state vector of model A:

x (k/K) = [s, (k/K) v, (k[K) s, (k/K) v, (k[k)]" .
17
=[x, (k/K) x,, (K/K)]".
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TABLE 1: GSM position tracking implementations.

Implementation Model System Filter
1 KF

2 Time invariant LF

3 Model A JKLE
4 SSKF
5 Steady state SSLF
6 JSSKLF
7 KF

8 Time invariant LF

? Model B JKLE
10 SSKF
1 Steady state SSLF
12 JSSKLF

Also, the estimation error covariances P, (k/k) and Py(k/k)
for each movement can be merged to the estimation error
covariance of model A:

P (k/k) 0

P(k/k) = 0 P, (k/)|" (18)

Thus, we propose various implementations for Global Sys-
tems for Mobile (GSM) position tracking, as it is shown in
Table 1.

6. Comparison of the Filters

In this section we compare the filters with respect to their
behavior and to their computational burden.

Example 1. We implemented the filters with the following
parameters:
(i) discretization factor: At = 1,
. e 2 2
(ii) movement reliability: Oyg = 0y = 0.01,
S 2 2
(iii) measurements reliability: oy, = 07, = 0.1,
(iv) initial conditions: x, = 0 and P, = 0.
Concerning the behavior of the filters, we found that

(i) the time invariant filters KF, LF and JKLF are equiva-
lent, since they compute the same outputs (estimation
and estimation error covariance), using model A or
model B,

(ii) the steady state filters SSKE, SSLF and JSSKLF are
equivalent, since they compute the same outputs
(estimation and estimation error covariance), using
model A or model B,

(iii) the steady state filters and the time invariant filters
compute outputs very close to each other,

(iv) model A is equivalent to model B, since they produce
the same outputs.

These results are depicted in Figure 1.

Concerning the computational burden of the filters,
we compared the filters with respect to their per-iteration
calculation burdens, computed using the ideas in [8], as
shown in Table 2.

Table 3 summarizes the per-iteration calculation burden
of all implementations, using model A and model B.

We observe that

(i) KF is faster than LE,

(ii) JKLF is slower than KF and LF (since the join filter
requires the implementation of both the Kalman and
Lainiotis filters),

(iii) SSKF is as fast as SSLE,
(iv) SSKF and SSLF are faster than KF and LE,
(v) JSSKLF is slower than SSKF and SSLE,
(vi) the filters using model B are faster than the same filters

using model A.

Table 4 summarizes speedup between the various imple-
mentations.
We observe that

(i) KF is faster than LE,

speedup (LF model A to KF model A) = 1.316,
speedup (LF model B to KF model B) =1.290.

(ii) Model B is faster than model A,

speedup (KF model A to SSKF model B)
25.450,

speedup (LF model A to SSLF model B)
33.500.

7. FIR Steady State Kalman
and Lainiotis Filters

In this section we propose an FIR implementation of the
Steady State Kalman filter and the Steady State Lainiotis Filter.
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FIGURE 1: Position and velocity estimation solid line: KF/LF/JKLE, dashed line: SSKF/SSLF/JSSKLE.
TABLE 2: Per-iteration calculation burden of filters.
KF 4’ + 3.51% — 1.5n + 4n*m + nm + 3nm* + (16m° — 3m* - m)/6
LF dnm + (58n° + In* — 7n) /6
JKLF #* + 3n (join procedure)
SSKF 20’ +2nm—n
SSLF 2n* +2nm—n
JSSKLF 2n (join procedure)
TABLE 3: Per-iteration calculation burden of implementations.
Implementation Model System Filter Calculation burden
1 KF 509
2 Time invariant LF 670
3 Model A JKLF 1207
4 SSKF 44
5 Steady state SSLF 44
6 JSSKLF 96
7 KF 138
8 Time invariant LF 178
9 Model B JKLEF 326
10 SSKF 20
1 Steady state SSLF 20
12 JSSKLF 44
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TABLE 5: Calculation burden of classical and FIR Steady State filters.

20 + 2nm—n

Per-iteration

SSKF/SSLF
FIR SSKF/SSLF 202 +2nm—-n+ (M - n When required
10 1
5 E 0.5 i
g z
- Q
E= 2
: :
% %
0 g 0 -
-5 L -0.5 -
0 50 100 0 50 100
Time Time
60 1.5
1 i
40 ]
= o
g E
b= 2
é T?) 0.5
EN EN
20 g
0 4
0 L -0.5 L
0 50 100 0 50 100
Time Time

FIGURE 2: Position and velocity estimation solid line: SSKF/SSLE, dashed line: FIR SSKF/SSLE

Recall that SSKF and SSLF have equal parameters:

A=A =Ap B = Bgp = By (19)
Then we are able to write
x(k+1/k+1)=Ax(k/k)+Bz(k+1), (20)

for k > 0 with initial condition x(0/0) = x,.
Then we take:

x(1/1) = Ax, + Bz (1)

x(2/2) = A’x, + ABz (1) + Bz (2)

x(v/v) = A'xy+ A" 'Bz(1) +---+ ABz (v — 1) + Bz (v).
(21)

Using the ideas in [17], the resulting FIR SSKF/SSLF is
formulated as
M-1
x(k/k)= Y A’Bz(k-j), forkz=1,
j=0
where A = Agp = A;pand B = By = By and M is the FIR
filter order defined by 1AM < eand |[AMY] > & withea
small real value.

(22)

Remarks. (1) The FIR steady state filter coeflicients can be
calculated off-line by solving the corresponding Riccati equa-
tion.

(2) The FIR steady state filter does not require previous
estimations but it requires a well-defined set of M previous
measurements. This means that we have to wait for M time
moments in order to produce the results. Alternatively, we are
able to use only the available measurements until time M is
reached or to use SSKF until time M.



TABLE 6: Calculation burden of classical and FIR steady state filters
implementations.

Model A Model B
SSKF/SSLF 44 20
FIR SSKF/SSLF 40 + 4M 16 + 4M

TABLE 7: FIR results for Example 1.

M =17 Model A Model B
SSKF/SSLF 44 20
FIR SSKF/SSLF 108 84
U 3 5

We implemented the FIR filter for the parameters of the
example in Section 6. We used ¢ = 107 and we found M =
17.

The steady state filters and FIR steady state filters compute
outputs very close to each other, as depicted in Figure 2.

Concerning the computational burden, the FIR steady
state filter possesses a constant burden while the classical
steady state filter (SSKF/SSLF) possesses a constant per-
iteration computational burden, as it is shown in Table 5.

Table 6 summarizes the calculation burden of the classical
and FIR steady state filters implementations, using model A
and model B.

Thus, FIR SSKF/SSLF can be faster than SSKF/SSLE, if we
take results using FIR SSKF/SSLF every (or more than) y time
lags, where p is the nearest integer greater than or equal to
the ratio (40 + 4M)/44 = (10 + M)/11 for model A and (16 +
4M)/20 = (4 + M)/5 for model B.

For our example, we take the results, which are appeared
in Table 7.

8. Conclusions

In this paper we presented two time invariant models for
Global Systems for Mobile (GSM) position tracking, which
describe the movement in x-axis and y-axis simultaneously
or separately. We presented the time invariant filters as well as
the steady state filters: the classical Kalman filter and Lainiotis
Filter and the Join Kalman Lainiotis Filter, which consists
of the parallel usage of the two classical filters. Various
implementations are proposed and compared with respect to
their behavior and to their computational burden. We found
that all time invariant and steady state filters have the same
behavior using both of the proposed models. We found that
(a) Kalman filter is faster than Lainiotis Filter, (b) Join Kalman
Lainiotis Filter is slower than both Kalman filter and Lainiotis
Filter, (c) steady state filters are faster than time invariant
filters and (d) the filters using the model, which handles the
movement in x-axis and y-axis separately, are faster than the
same filters using the model, which handles the movement
in x-axis and y-axis simultaneously. Finally, we proposed an
FIR implementation of the Steady State Kalman and Lainiotis
Filters, which does not require previous estimations but it
requires a well-defined set of previous measurements.
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QR decomposition and fuzzy logic based scheme is proposed for through-wall image enhancement. QR decomposition is less
complex compared to singular value decomposition. Fuzzy inference engine assigns weights to different overlapping subspaces.
Quantitative measures and visual inspection are used to analyze existing and proposed techniques.

1. Introduction

Mapping of scenes behind obstacles (including building wall,
rubbers, grass, etc.) using through-wall imaging (TWI) is
an unfolded research domain. Different military and com-
mercial applications (including antiterrorism, hostage rescue
and surveillance, etc. [1]) can benefit from TWI. Beside
other challenges, minimization of unwanted artifacts (clut-
ters/noise) has enjoyed special importance over last few years
[2-13]. These unwanted artifacts significantly decrease target
detection and recognition capabilities.

Existing TWIimage enhancement (clutter removal) tech-
niques include background scene subtraction (only feasible
if with and without target images are available) [2], spatial
filtering (assuming wall homogeneity at low frequencies) [3],
wall modeling and subtraction (requiring complex process
for inhomogeneous walls) [4, 5] Doppler filtering (applicable
for moving targets only) [6], image fusion (requiring multiple
data of the same scene) [7], and statistical techniques [8-13].

In this paper, a TWI image enhancement (clutter reduc-
tion) technique using QR decomposition (QRD) and fuzzy
logic is presented (preliminary results presented in [13]).
Weights are assigned to different QRD subspaces using fuzzy
inference engine. Simulation results evaluated using mean
square error (MSE), peak signal to noise ratio (PSNR),
improvement factor (IF), and visual inspection (based on

miss detection (MD) and false detection (FD)) are used to
verify the proposed scheme.

2. Proposed Image Enhancement Using QRD

Let the input image M (having dimensions Gx H) be decom-
posed into different subspaces (M, M,,, and M, ) using
singular value decomposition (SVD) as

ar

L L, G
B T T T
M= ngugvg + Z SgUgVg + Z SaaVe ()
g=1 g=l+1 g=h+1

M,

no

My M,

tar

where U and V are singular vector matrices and S contains
singular values. As discussed in [13], conventional SVD for
TWI image enhancement assumes that the target is limited
to the second spectral component only; that is,

Mgyp = S,U,vs. (2)

Besides the high computational complexity of SVD which is
4G*H +8GH?*+9H? [14], the statement of target containment
in the second spectral component is not always true. To cater
the above issues, QRD and fuzzy logic based scheme is
proposed. The image M can be decomposed into an orthog-
onal unitary matrix Q (having dimensions G x H and
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TaBLE 1: Comparison analysis of QRD algorithms for TWI.
Algorithms - Accuracy - o Complexity Stability
M-QR Q'Q-1I Q'™M -R MR'-Q
CGS QR 1.091 x 1071¢ 1.310 x 1071 6.724 x 107 9913 x 107 2GH? Unstable
MGS QR 1.075 x 1071¢ 4.922x 107" 4842 x 107 1.083 x 1072 2GH? Stable
2
HT QR 1.291 x 107" 3.795x 107"° 3.333x 107'¢ 1.263 x 10712 4G’H + 2GH? + gH3 Stable
2
Givens QR 7.532 % 1071 6.702 x 107" 2.711x 107'° 1.118 x 107" 8G’H + 2GH* + gH3 Stable

column vectors g,) and an upper triangular matrix R (having
dimensions G x H and row vectors rg), that is,

M = QR. (3)

Table 1 shows the accuracy, stability, and complexity analysis
of different QRD algorithms (classical and modified Gram-
Schmidt (CGS, MGS), Givens decomposition, Householder
transformation (HT), etc. [14]) for TWL

Identical to SVD, the first subspace M, = q,r, represents
wall clutters and rest subspaces contain targets and noise.
Note that due to overlapping boundaries of targets and noise,
it is difficult to extract target subspaces accurately. Foregoing
in view, a weighting QRD based scheme is proposed to
enhance targets. The enhanced image M,,, is

G
My = Y wyq,ry (4)
g=2

where w, are weights applied to different subspaces. Fuzzy

logic is used for the automatic weight assignment [15].

2.1. Input and Output MFs. Let Eg = |lr,ll and Afg = r,ll -
lr 941 [ be norms and norm differences, respectively. Note that
high value of §, and A, the corresponding subspace q,r,
more likely contains target(s) and is therefore enhanced by
applying heavy weights (and vise versa).

Three Gaussian membership functions (MFs) {x«(x;) =

exp(—((c, -)/0™)’) and (x e {High, Medium, Low})
are defined for Eg. Similarly {yy(x,) = exp(—((cq, —E;y))/

o )) ) and (y € {High, Medium Low}) are defined for Afg,

where {1, 6} € [0,1], c1 ,c2 ) and 01 ,oéy)

variances of fuzzy sets, respectively.
K-means algorithm [16] is used to adjust the fuzzy
parameters. & and A&, are first clustered into three groups

based on respective histograms. The means and variances,

respectlvely, of each group are used as centers c(lx), ng ) and

spreads al ) a;y )
. 2
MFs {,-(d) = ~(d-d)/o®) (z € {Very High, High,

—(
Medium, Low, Very Low}), where mean d ‘
are used.

are means and

of MFs. Five equally spaced output

) .
and variance o

2.2. Product Inference Engine (PIE). Gaussian fuzzifier maps
the input &, and AZ as

irto=on {152 Jer | (252%) )

(5)

where v; and v, are parameters used for input noise suppres-

sion and are chosen as v; = 2max 01 »

[15].
Fuzzy IF-THEN rules for image enhancement are the
following.

and v, = 2maxy0

Rule I: IF & is X"™" and Ag, is Y™"*", THEN w;™® is

ZVery High

Rule 2: IF &, is X4 and AZ, is Y"¢", THEN w}'™ is
Zngh

Rule 3: IF &, is xHigh 54 A&, is yMed THEN wgnz is
ZHigh

Rule 4: IF &, is XM and A&, is Y™, THEN w PIE §
ZMed.

Rule 5: IF & is X"™" and Ag, is Y**", THEN w;™® is
ZMed

Rule 6: IF &, is X" and A&, is Y™, THEN w}'™ is
ZMed

Rule 7: IF &, is X! and A, is Y*°¥, THEN w™ i
ZLOW.

Rule 8: IF &, is X**" and A&, is Y¢", THEN w}'™ is
ZLow

Rule 9: IF &, is X% and A&, is Y THEN w PIE
ZVery Low

The output of PIE using individual rule based inference,
Mamdani implication, algebraic product for f-norm, and max
operator for s-norm [15] is

{z (dy) = max | sup {yy (6,6) {xx (a) Gy (&) Oz (dg)
torat| {ae)
(6)
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The weights ngE are then computed as

@) _(2)
PIE 2.d @

y = = 7)
2. = la,

where (D;Z) is the height of {, (d ) in output MFs [15].

2.3. Takagi-Sugeno (TS) Inference. In contrast to PIE, TS
inference engine adjusts the output MFs using adaptive and/

or optimization techniques [17]. The TS rule-base (IF-THEN)
TS .

. . S
for computing weights w” is
IF £, is X' AND AZ, is Y

1

Jitja—1
1 +exp {—Eg} + exp {—AE9}> .
(8)

THEN pVi*527V = (

Note that the output reduces for large j; + j, (which is desir-
able). The aggregated weights w;s are

TS _ Z;:l Z;Fl pltel {CX“ (8) Gy (AEg)}

3 3 > (9)
T T t o (&) e (88,)]

where t represents algebraic product (intersection operator).

3. Simulation and Results

Experimental setup for TWI is constructed using Agilent’s
vector network analyzer (VNA) which generates stepped
frequency waveforms between 2GHz and 3 GHz (1 GHz
band width (BW)) having step size of Af = 5 MHz and step
size Ny = 201. Maximum range is R;,,, = 30m and range
resolution is AR = 0.15m.

Broadband horn antenna which is mounted on two-
dimensional scanning frame (having dimensions 2.4m x
3m (width x height) and can slide along cross range
and height) operates in monostatic mode with 12 dB gain.
Thickness of the wall is 5cm and relative permittivity and
permeability are 2.3 and 1, respectively. The frame is placed
0.03m away from wall and scanning is controlled by a
microcontroller based mechanism. The scattering parameters
are recorded at each step and transferred to a local computer
for image reconstruction and processing. Received data is
converted into time domain and beamforming algorithm is
used for image reconstruction. Existing and proposed image

3
TABLE 2: MSE, PSNR, IF, MD, and FD comparison.
Scenario Scheme MSE PSNR IF MD FD
SVD [11] 0.2726 5.6442 8.1258

Two targets Fuzzy QRD (PIE) 01970 7.0553 11.2587
Fuzzy QRD (TS) 0.1726 76296 115870

SVD [11] 0.2814 55068 71265

Three targets Fuzzy QRD (PIE) 01933 71377 10.8715
Fuzzy QRD (TS) 0.1824 73898 11.0127

S O ~H|O O
o O =0 O O

enhancement algorithms are simulated in MATLAB and
quantitative analysis is performed using MSE, PSNR, IF, FD,
MD, and visual inspection:

1 G 4 2
MSE = —— M, (g, h) — M,,.(g,h)),
G x H;;( bs(g ) tar(g ))
1
PSNR (dB) = 10log,,——, (10)
SNR (dB) 810\ 1sE

P x P
IF (dB) = 101og,, [H] :
M.t M,,..c

tar?!

where M, is a reference image obtained by the difference
of image, with and without target. Py, , and Py, . are
average pixel values of target and clutter in enhanced image,
respectively. P;, and P, are average pixel values of target
and clutter in the original image, respectively.

MD is defined as “target was present in the original image,
but was not detected in enhanced image” FD is defined as
“target was not present in the original image, but was detected
in enhanced image”” For calculating FD and MD, a threshold
is calculated using global thresholding algorithm [18].

Figure 1shows the original B-scan containing two targets,
the background subtracted reference and enhanced images,
using existing SVD and proposed QRD based schemes. It
can be observed that proposed schemes detect both targets
whereas SVD based scheme is unable to locate both targets
accurately.

Figure 2 shows another example containing three targets.
The proposed scheme detects all targets and provides a better
target to background ratio compared to SVD based scheme. It
is further noted that the proposed TS inference based scheme
provides better results compared to PIE.

Table 2 shows that proposed fuzzy QRD schemes are
better (as compared to the SVD image enhancement scheme)
in terms of MSE, PSNR, IF, MD, and FD.

4. Conclusion

QRD and fuzzy logic based image enhancement scheme is
proposed for TWI. Compared with SVD, QRD provides less
computational complexity. PIE and TS inference engines are
used to assign weights to different QRD subspaces. Simu-
lation results compared on visual and quantitative analysis
show the significance of the proposed scheme.



4 The Scientific World Journal

2.5 = —r ] 1
0.8
2F —— e ]
,é\ ’g 0.6
% %
=) = 15¢F
< <
22 e~ 0.4
Lk 0.2
e
; - . 0
0 0.5 1 1.5 0 0.5 1 1.5
Cross range (m) Cross range (m)
(a) (b)
2.5 2.5 e 1
0.8 0.8
2 F i 2F o 5
E 06 E 0.6
> >
2 1s5f 2 15¢
< <
R~ 04 ~ 0.4
1k 02 1k 0.2
e —
- - . 0 s s s 0
0 0.5 1 1.5 0 0.5 1 1.5
Cross range (m) Cross range (m)
(©) (d)

Range (m)

Cross range (m)

(e)

FIGURE 1: Image with two targets. (a) Original image. (b) SVD [11]. (c) Proposed fuzzy QRD (PIE). (d) Proposed fuzzy QRD (TS).
(e) Background subtracted reference image.
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FIGURE 2: Image with three targets. (a) Original image. (b) SVD [11]. (c) Proposed fuzzy QRD (PIE). (d) Proposed fuzzy QRD (TS).
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In this paper, a method to solve the localization of concurrent multiple acoustic sources in large open spaces is presented. The
problem of the multisource localization in far-field conditions is to correctly associate the direction of arrival (DOA) estimated
by a network array system to the same source. The use of systems implementing a Bayesian filter is a traditional approach to
address the problem of localization in multisource acoustic scenario. However, in a real noisy open space the acoustic sources are
often discontinuous with numerous short-duration events and thus the filtering methods may have difficulty to track the multiple
sources. Incident signal power comparison (ISPC) is proposed to compute DOAs association. ISPC is based on identifying the
incident signal power (ISP) of the sources on a microphone array using beamforming methods and comparing the ISP between
different arrays using spectral distance (SD) measurement techniques. This method solves the ambiguities, due to the presence of
simultaneous sources, by identifying sounds through a minimization of an error criterion on SD measures of DOA combinations.
The experimental results were conducted in an outdoor real noisy environment and the ISPC performance is reported using different

beamforming techniques and SD functions.

1. Introduction

The sensory capacity to analyze acoustic space is a very
important function of an auditory system. The need for the
development of an understanding of the sound environment
has attracted many researchers over the past twenty years to
build sensory systems that are capable of locating acoustic
sources in space. Acoustic source localization (ASL) is an
important task in a growing number of applications. Fields of
application in which identification of the location of acoustic
sources is desired include audio surveillance, teleconferenc-
ing systems, hands-free acquisition in car, system moni-
toring, human-machine interaction, musical control inter-
faces, videogames, virtual reality systems, voice recognition,
fault analysis of machinery, autonomous robots, processors
for digital hearing aids, high-quality recording, multiparty
telecommunications, dictation systems, and acoustic scene
analysis. The aim of an ASL system is to estimate the position
of sound sources in space by analyzing the sound field with

amicrophone array, a set of microphones arranged to capture
the spatial information of sound.

Several application areas that may potentially provide
advantages in using the acoustic location have led to the
development of many signal processing algorithms, which
mostly consider the specific acoustic environment, the signal
properties, and the localization goal.

ASL can be performed by two basic methods: indirect
and direct. The indirect approach is used to estimate source
positions by implementing the following two steps: in the
first one, a set of time difference of arrivals (TDOAs) are
estimated using measurements across various combinations
of microphones, and in the second one, when the position
of the sensors and the speed of sound are known, the source
positions can be estimated using geometric considerations
and approximate estimators: closed-formed estimators based
on a least squares solution [1-7] (for an overview on closed-
form estimators, see [8]) and iterative maximum likelihood
estimators [9-15]. The direct approach involves the search
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space by constructing a spatial energy map and estimating,
for each possible point of interest, the values that maximize
a specific likelihood function that provides a coherent value
from the entire system of arrays. The position of the sources
can be estimated directly and spatial likelihood functions can
be defined [16-20].

In near-field conditions, since the sources radiate the
sound in spherical waves, a hyperboloid describes all of the
possible points of an acoustic source that generates the same
TDOA to an array of two microphones. Indirect methods aim
at estimating TDOAs for microphone pairs, typically using
the generalized cross-correlation (GCC) [21] and the adaptive
eigenvalue decomposition (AED) [22] based on the blind
system identification, which focuses on the impulse responses
between the source and the microphones. The extension of
the AED in the case of multiple microphones was proposed in
[23], and it is efficiently performed with a normalized multi-
channel frequency-domain least mean square algorithm [24,
25]. However, the steered response power (SRP) is a direct
method based on maximizing the power output of a beam-
former. Beamforming is a combination of the delayed signals
from each microphone in a manner in which an expected
pattern of radiation is preferentially observed. In general, the
SRP is computed in frequency-domain using the fast Fourier
transformer on a signal portion, calculating the response
power on each frequency bin, and subsequently fusing these
estimates to obtain the final result. The conventional SRP
is performed with the delay and sum beamformer [26]; it
consists of the synchronization of signals that steer the array
in a certain direction, and it sums the signals to estimate the
power of the spatial filter. The SRP phase transform (SRP-
PHAT) [18] is a widely used filtered beamforming. PHAT
filter [21] places equal importance on each frequency by
dividing the spectrum by its magnitude. It normalizes the
amplitude of the spectral density using only the phase infor-
mation with the advantage to improve performance in case of
moderate noise and reverberation. SRP-PHAT is deeply used
due to the fact that it can be efficiently computed by coherent
summing the GCC-PHAT from all of the microphone pairs
for each possible point of interest. The high-resolution SRP
has been developed to improve the performance of the spatial
filter, and the adaptive beamformer is called the minimum
variance distortionless response (MVDR) due to Capon [27].
The multiple signal classification (MUSIC) algorithm is based
on an eigen subspace decomposition method [28, 29], and
the estimation of signal parameters via rotational invariance
techniques (ESPRIT) is based on subspace decomposition
exploiting the rotational invariance [30-32].

In far-field conditions, we are no longer able to detect
the spherical wavefront in relationship with the distance of
source from an array and the size of the array, and the wave-
front is approximate to a plane. In this condition, with an
array of microphones, we are able to estimate only the direc-
tion of arrival (DOA) of the source but not its distance from
the array. In the far-field case the hyperboloid, which is the
locus of points that generates the same TDOA to a micro-
phone pair, can be approximated with the cone whose vertex
is located at the midpoint of the array. Thus, we need a
network of arrays to perform the localization of a source
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(at least two arrays for two-dimensional space). Hence, the
position estimation is computed by intersection of lines and
by an approximated solution for overdetermined systems
using the linear least squares method. In the case of an array
containing M microphones (M > 2) the DOA estimation
can be computed with the indirect method of multichannel
cross-correlation coefficient (MCCC) [33, 34], which is based
on TDOAs estimation using GCC, and on the use of the
spatial prediction error to measure the correlation among
multiple signals. It has the advantage of using the redundant
information between microphones to estimate the DOA
in a more robust manner under a reverberant and noisy
condition. The family of SRP direct methods with an array
is used to estimate the DOAs of sources by picking the values
corresponding to the principal peaks of the steered response
power of a beamforming.

Recently, more sophisticated algorithms have been pro-
posed for time delay estimation that use minimum entropy
[35, 36] and blind source separation [37-39]. In [39], the
authors demonstrate that the broadband independent com-
ponent analysis methods are more robust against high back-
ground noise levels compared with the conventional GCC-
PHAT approach.

Both indirect and direct methods have been tested in
many single source scenarios; however, in multiple sources
cases, they require new considerations. Several works address
the problem of multiple sources using a Bayesian approach
based on the tracking of the sources and using Kalman filter
[40-47] and Particle filter [19, 48-53]. Some studies consider
an approach without tracking in reverberant environments
[39, 54-57].

In a real open space, the traditional techniques based on
Bayesian filters (Kalman and Particle filters) are difficult to
apply for localization of concurrent multiple acoustic sources,
because sources are often discontinuous with numerous
short-duration events and the spatial resolution may be poor
in some areas of analysis. Note that in practical applications
the localization in a open space needs a reduced number of
arrays, due to limited space for installing it and not to invade
the monitoring spaces in an excessive way. Besides, meth-
ods based on movement tracking can fail in some specific
situations: during the initialization phase of the filter, in the
presence of sources with unpredictable trajectory (e.g., in the
case of rapid changes of the velocity vector), and when two
sources have intersecting trajectories.

As a solution to this problem, we present the approach
based on the incident signal power comparison (ISPC).
A preliminary work was proposed in [58, 59]. This paper
describes a detailed step-by-step ISPC algorithm introducing
a diagonal loading (DL) [60, 61] for MVDR beamforming,
which gives more stable ISP estimation, and reporting new
experimental results in a real scenario. ISPC is designed for a
distributed array system, and it is based on source extraction
and on a verification of similarity among sound sources. The
first step consists of source extraction using beamforming
techniques and estimation of the incident signal power (ISP)
of every source captured on the array. The second step
involves the comparison of the ISP spectrum from different
arrays using a spectral distance (SD) measure. The ISP
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spectrum permits identification of sounds so that the spec-
trum power distance minimizes an error criterion. Therefore,
the identification of the correct combination of DOAs is
estimated by identifying the minor value of SD measures.

The location in a free-field outdoor environment can
be employed for audio surveillance, sound monitoring, and
analysis of acoustic scenes. In particular, Section 5 describes
a prototype system for multiple source localization in a public
space for monitoring a large area with a joint audio-video
system, in which the positional estimates by acoustic analysis
are used to steer a video-camera consequently.

The paper is organized as follows. After presenting the
signal model in Section 2, the multiple sources localization
problem is described in Section 3. In Section 4 the ISPC algo-
rithm is presented. Finally, Section 5 illustrates experimental
results obtained in a real-world scenario.

2. Signal Model

We assume N acoustic sources and R arrays, each composed
of M microphones, and consider the omnidirectional char-
acteristics of both the sources and the microphones. We will
refer to the model of discrete-time obtained by performing
a sampling operation on the continuous-time signal x(t)
with a uniform sampling period T. A discrete-time signal is
expressed by

x(kTs):x<%> k=0,1,..., (1)

N

where k is the sample time index and f; is the sampling
frequency. As usual, we will allow the sample period T to
remain implicit and refer to it simply as x(k).

The free-field discrete-time signal received by the mth
microphone of the rth array can be modeled as

N
Xrm (k) = Z“rnmsn (k - krn - Trnm) T Vim (k) > )
n=1

where «,,,, is the attenuation of the sound propagation
(inversely proportional to the distance from source n to
microphone m of array r), s, (k) are the unknown uncor-
related source signals, k,,, is the propagation time from the
unknown source # to the reference sensor of array r, 7,,,, is
the TDOA of the signal n between the mth microphone and
the reference of the rth array, and v,,,, (k) is the additive noise
signal at the sensor m of array r, assumed to be uncorrelated
with not only all of the source signals but also with the noise
observed at the other sensors.

In far-field case the relationship between TDOA and
DOA can be solved easily with geometrical considerations.
Therefore, for a generic pair of microphones with TDOA 7,,,
DOA estimate is obtained as

T,,C
6,, = arcsin (2, 3
= arcsin | = (3)

where c¢ is the speed of sound and d the distance between
microphones.

The vector @, for each source n, considering the signal
model (2), is defined by

®n = [eln’ 92n7 RS GRn]T (4)

which contains the DOAs of the acoustic source n by each
array. In the case of N sources and R arrays, we can write the
matrix R x N, which contains all DOAs of distributed array
network as

911 912 91N
0

21 922 62N

0=[0,,0,..0,]=| . . R (5)

9R1 0R2 9RN

The estimated DOAs angles, obtained for each array r, are
written with the following vector:

Qr = [érl’erZ""’érN] > (6)
where we consider the DOA values in ascending order (8,, <

6,, < 6,,, etc.). Next, the estimated sorted DOAs matrix © is
defined as

§1 @1 élz ’ @N

_ | e 0. - 0

0- _'2 _ '21 22 2N )
@R éRl éRZ éRN

The position of the source # can be calculated by combining
the DOAs estimated by the R arrays for that source.

3. Multiple Sources Localization

The multiple sources localization problem is to correctly
assign the R DOAs values to the source n. In some applica-
tions, situations arise for which we cannot assign unambigu-
ously TDOAs or DOAs to the same source. The example in
Figure 1 shows the case of two sources with a configuration of
two arrays for the 2D location. As we can see, the combination
of incorrect DOAs leads to an incorrect position estimation.
The two DOAs calculated by the two arrays can be combined
following two different configurations: (1) 8, —8,,,8,, — 05,;
(2) 6, — 05, 0,, — 6,,. The first configuration implies the
correct localization of the sound sources, whereas the second
leads to an incorrect localization of both the sources.

In general, the goal is to get the matrix ® to properly
order the values of (7). Considering 6,, as the nth DOA of
array 7, the assignment of the correct value of the DOA for
the unknown sources can be ambiguous; namely the exact
position of the elements in the matrix of (6) cannot be
uniquely determined:

0,, — 0,,. (8)

m

The possible combinations of the DOAs of matrix (7) are O =
(ND®ED,
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FIGURE 1: The problem of multiple sources localization.

4. Incident Signal Power Comparison (ISPC)

Incident signal power comparison (ISPC) combines the
DOAs from different arrays by considering the similarity
criterion among acoustic sources. To check for this similarity,
we can estimate for each array the ISP referring to all esti-
mated DOAs using beamforming techniques. Once the ISPs
are obtained, we can define an efficient error criterion for
comparing the different possible combinations of the DOAs
using a SD measure of ISPs pair between different arrays.

DOA estimation is a crucial step of ASL systems. In a free-
field environment for far-field cases, it can be calculated by
means of MCCC and SRP methods. After obtaining an esti-
mation of the sorted DOAs matrix (the matrix @ of (7)), the
steps of the ISPC algorithm are (1) source extraction using
beamforming techniques and estimation of ISPs for each
DOA, (2) ISPC using SD measurement between ISPs of differ-
ent array, (3) calculation of all DOAs combinations, and (4)
verification of the most consistent target combinations min-
imizing an error criterion on SD measurements. Finally, the
localization of multiple sources can be computed by consider-
ing the estimated DOAs combination. Figure 2 illustrates the
ISPC steps.

4.1. Incident Signal Power Estimation. The ISP is the power
spectral density of the beamformer output that is steered to
a specified direction. The SRP is based on maximizing the
power output of a beamformer. Beamforming is a multi-
channel signal processing techniques that enhance the acous-
tic signals coming from a specific steered position, while
reducing the signals coming from other directions. In the
frequency domain, the output of a generic beamformer of rth
array in matrix notation can be written as

Y, (f) =W (£.0,,) X, (). ©)

where X,(f) = [X,1(/) Xp2(f)s s Xon (DI Y, (f) and
X,n(f) are the discrete Fourier transform of the signals,

W(£,0,,) = W, (f,0,.), Wy(£,6,,)s. ... Wy (£,0,)]" is the
vector of the beamformer weights for steering and filtering
the data on the direction 0,,,, f is the frequency bin index, and
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FIGURE 2: The steps for the ISPC algorithm.

the superscript H represents the Hermitian (complex conju-
gate) transpose.

The ISP of the beamformer output for a generic frequency
f is given by

18P (f) = E{|v, (f)'}
= WH(£.6,) E{X, ()X (N} W (£:6,,) (10)
=W (£6,,)®,(f)W(£.9,,),

where ®,(f) is the cross-spectral density matrix, which is
square M x M and symmetric, and E{-} denotes mathematical
expectation. We consider a power spectrum calculated with
f = Fpins Foint L -+ » Fao Where F, . and F, ,are the index
values of a specific frequency range (FR), which defines the
range interesting for the optimal performance of the ISPC
algorithm. Note that beamformer pattern function is fre-
quency dependent; then the main lobe narrows with increas-
ing frequency and spatial aliasing can occur (for a compre-
hensive dissertation, refer to [62]).

Several beamforming techniques exist (a review can be
found in [63]); however, the spatial filter methods that are
used for comparing ISPC experimental results are the SRP
based on delay and sum beamforming, the SRP with the
Dolph-Chebyshev window (SRP-DC), and the MVDR with
DL.

Hence, the ISP corresponding to delay and sum SRP can
be written from (10) as

ISP (f) = A" (£,6,,) @, (f)A(£.6,,), ()
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where A(f,0,,) is the steering vector corresponding to direc-
tion 0,,,. For a uniform linear array with microphone distance
d, the steering vector takes the form

A(6,) = [1, P Dm0
>Yrn > ey

(12)
2 f~1)df, sin6,, /o) (M-1) ] T

The SRP-DC is obtained from (11) introducing the Dolph-
Chebyshev window w:

ISPPC(f) = [wo A (f£.6,,)]"®, (f) [wo A(f. em)(] 3
13

where © denotes element-wise multiplication.
The adaptive MVDR beamforming [27] is based on min-
imization problem of the following equation

argmin W (£.6,,,) ®, (f) W (1.6,,,)
W(£.6,,)

(14)
subject to - W (£,0,,)A(£.6,,) = 1.

The aim of the MVDR filter is to minimize the noise and
sources coming from different directions, while keeping a
fixed gain on the desired direction. Solving (14) using the
method of Lagrange multipliers, we can write

@, (f)A(£9,.)
A" (£,6,,) @' () A(f.6,,)

In practical applications, the inverse of the cross-spectral den-
sity matrix can be calculated using the Moore-Penrose pseu-
doinverse, defined as

Wyvor (f.6,,) = (15)

r'=vs'uvf, (16)

where T = USV* is the singular value decomposition of the
matrix I'. Moreover, if the cross-spectral density matrix is ill-
conditioned, the spatial spectrum may not exist. Therefore, a
DL [60, 61] method is adopted to calculate the inverse matrix
in a stable way. The ISP with MVDR filter and DL becomes

1

AP (£,6,,) (@, (f) +ul) A(£6,,)
(17)

ISP () =

where I is the identity matrix and u is the loading level:

b=l (N}, (18)

where tr{-} denotes the trace of the squared matrix and A is
the normalized loading constant. Typically, the values are A =
0.1,A=1,A=10[64].

Therefore, we can define the matrix P containing all the
ISPs related to the matrix (7):

P=[P,,,Py,....P v Py, Py, Py,

P> Pros- s Pry]
which has a dimension of (F,,, — F,;,) X RN, where the
total number of ISPs is I = NR and P,, = [ISP,, (F.in)
ISP,, (Fopin + 1), ..., ISP, (... 01"

(19)

4.2. Spectral Distance Estimation. To compare the ISPs of dif-
ferent arrays, spectral distance (SD) functions are used. Dis-
tance measures produce measurements of the dissimilarity of
two sound spectra. We define the SD estimation between the
ISP,,, and the ISP;; of two DOAs of different arrays as

F,
1 max

Ernij = zf; |°S) {ISPm (f) > ISPI] (f)H > (20)

where L = (F,, — Fnin + 1), v and i are the index labels

of the array, r #i, n and j are the index labels for the sorted
DOAs of array, and S{ISP,,(f),ISP;;(f)} is the SD function
to measure the dissimilarity of spectra. We consider the
four most common SD functions to verify how our system
performance varies as a function of different equations. A
classic spectral estimation method is linear prediction (LP)
[65], for which we insert a negative one to standardize the
minimum to zero as all functions

152, (/) _ ll
57, (1) |

The other functions are the Itakura-Saito (IS) distance mea-
sure [66]

F,

max

1

LP

Emij = 1 )
f:Fmin

(1)

Fmax
s 1

rmij — T
Lf:Fmin

1P, (f) g 18P () _
1P, (f) ISP, (f)

the root mean square (RMS) log [67]

1, (22)

F 2
max ISP
Ef%s — 1 Z (logﬁ> , (23)
L4 ISP;; (f)
and the COSH measure [68]
ECO”SH - l szax ISPrn (f) ~log ISPrn (f)
0T Tsey(f) ISRy (f)
" (24)
1P, (f) ISP, (f)
+ - log -2
ISP, (f) ISP, (f)

The total number of SD measures between all the ISPs pair of
different arrays is Q = N2R(R-1)/2.

4.3. DOA Combinations Calculation. Let us represent the
sorted matrix of the DOAs using the graph theory to better
understand the DOAs combinations calculation and the ver-
ification of the most consistent target combination minimiz-
ing an error criterion. Then, we can express the matrix (7) and
all of its combinations as being composed of nodes and edges,
connecting pairs of vertices. An example of three arrays and
three sources is shown in Figure 3. Each row of the graph
contains the sorted DOAs of an array: @1 = [511,512, 513]T,
0, = [0,,0,,,0)5]", and ®, = [6;),0,,,...,0,y]". Each
DOA is a node of graph and the edges represent the possible
connections between nodes with the values E,,;, which is
the estimated SD between the ISPs on array r of DOA i
and on array n of DOA j. The combination of incorrect
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FIGURE 3: Graphic representation of DOAs and SDs estimations.

DOAs leads to an incorrect position estimation (see Figure 1).
Thus, if we represent a combination of DOAs as a sum of
values of the edges that connect the nodes, we expect that
the minimum value of different sums corresponds to the
correct combination. To calculate the possible combinations
of DOAs between the arrays, it is helpful to introduce a matrix
labeling of DOAs (7):

B, By, ... Bin
B,, B

21 22 - BZN
B=| . . . (25)

Bg, Bgy ... Bpn
in which the generic element is expressed as
B,=F-1)N+n (26)

withr = 1,2,...,Rand n = 1,2,..., N. The matrix label B
associates the position of the DOAs referring to the sorted

[ 0 0 E1121
0 o Epnoy

Elel EZIIN 0

A= E2N11 . E2N1N 0
ERlll ERllN ER121
-ERNII . ERNIN ERNZI

matrix ©. Estimating the minimum error of an SD combina-
tion, we can obtain the matrix ® with the correct position of
the DOAs, in which each column contains the DOAs of the
source #.

Furthermore, we can represent the graph representation
of DOAs and the SDs as the adjacency matrix A, which is
an RN x RN matrix of SD values. The entry in row (B,, =
1,...,RN) and column (Bij =1,...,RN) is defined as an SD
estimation E,,,;; if there is an edge connecting vertex B,,, and
vertex B;; in the graph, or it is defined as zero otherwise. The
relationships between DOAs and SDs can be expressed by the
following equation of the adjacency matrix element:

Ap B, = Emije (27)

The symmetric adjacency matrix results in the following
equation:

EIIZN EllRl EllRN ]
EINZN R EINRI . EINRN
0 E21R1 EZIRN
0 e EZNRI . EZNRN (28)
By 0 0 0
M R S
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These SD values are weights of the edges of the graph.
An example of three arrays and three sources is presented in
Figure 3; in this example, we have 27 total SD comparisons (3
for each source).

To calculate all possible combinations of DOAs, we can
work on the label matrix B. Considering that the first row
of B related to the first array remains unchanged, we can
compute the combinations in two steps. In the first step, the
permutations of the N labels of B for each R —1 row (for each
array) are calculated. The number of permutations for each
row is U = NI Thus, we define the permutation matrix T as

T =T, Ty Torr s To Taps Tags oo T

(29)
Trp> Tros - Tryl»
where
! 30
T, = [B;1»Bys-.-»Bin] > (30)
Tru = ‘@u{[Brl’BrZ""’BrN]T}’ (31)
where T,,, is the vector of uth permutation 2, (u = 1,...,U)

of rth array (r = 2,3,...,R), which contains the N DOAs
label of row r. The matrix T has a dimension of N x U(R —
1) + 1. In the second step, the combinations of column
indices of matrix T with value from 2 to RU give the
Uyl = &Y = o possible combinations. We consider
the combinations of R — 1 groups, each one composed by U
elements (the permutation), assuming that one member (the
index column of matrix T) from each of the R — 1 groups is
used in each combination and assuming that the order is not
a distinguishing factor. We define a matrix Z of dimension
O x (R — 1), which stores the combinations of groups of
column indices of matrix T:

Zy Zy - Zl(Rfl)
’- Z.21 Z.22 Zz(fz—l) . (32)
Zoy Zog -+ Zow-r

The generic element Z,. witho = 1,2,...,0andr = 1,2,...,
R — 1 can be calculated with the following equations:

Z(a+i—1)r=U(r_1)+2’ i=12....U,
z _ |2+ if Zgyuy > U Y
(o+U +1)r Z(0+U1+1)r +1, otherwise,

where U, =U" VY and U, =U(r - 1) + U + 1.
Hence, a combination label matrix C of I x O dimension
is used to store the DOA label of all combinations:

C=[C,C,,....Co], (34)

where C, is the vector, which contains the I DOA labels of
combination o:

Co= [B11>T2011>Tzoz1 T k1)1

BlZ’ TZolz’ Tzozz, e TZD(R—I)Z’ cees

T (35)

Bins Tz o Tz N0 -+ Z0<R_1)N]

T

= [Clw CZo’ AR CIO]

4.4. Minimum SD Measure Estimator. For each source, iden-

tified by R nodes (the arrays), we have R(R — 1)/2 edges;

then, the number of edges for a combination of DOAs is

G = NR(R - 1)/2 = Q/N. The values of matrix C are used to

calculate the SD estimation of all combinations. Thus, we can

define the SD estimation of the generic combination o as the

sum of the weights of all the edges:

D,=) 2N, (36)

whereo =1,2,...,0,0; = (n—1)R+rando, = (n—1)R+r+i.
Accordingly, we define the SD vector of all combinations

D =[D,,D,.....D]". (37)

Finally, the index of the minimum value of the vector D
identifies the target combination as

0= arggnin D, (38)

and the DOAs matrix @ is estimated by ordering the label
matrix B with the combination C;.

4.5. Overall Procedure. The processing steps of the full ISPC
algorithm are summarized in Algorithm 1. After the DOAs
estimation and creation of the matrix @ defined by (7) the
ISPC algorithm is applied if multiple sources are detected.
In practice, the matrix does not always present all the DOA
values. In these cases, the missing value of array r can be
represented with a zero value in the label matrix B (25). The
overall procedure is composed by the following steps: (1)
building of the label matrix B (25) and calculation of ISPs
and the matrix P (19); (2) estimation of the SD measurements
between all ISP pairs of arrays and creation of the adjacency
matrix A (28); (3) calculation of the permutations matrix T
(29) and the all DOA combination matrix C (34); (4) calcula-
tion of the vector D (37) that contains the SD estimation for
each DOAs combination and finding the minimum value of
D (38), for using the index value 0 in the matrix C to properly
order the matrix © and estimate the matrix ©.

5. Experimental Results

The experimental results were conducted in an outdoor real
noisy environment and the ISPC performance is reported
using different beamforming techniques (SRP, SRP-DC,
MVDR) and SD estimations (LP, IS, RMS, COSH). A pro-
totype system for two-dimensional localization has been



Require: N > 1
I=NR {ISPs}
O = NI®D {DOA combinations}
Q= N?R(R-1)/2 {SDs}
U = N! {DOA label permutations for an array}
forr =1to Rdo
forn =1to Ndo
Calculate (26)
Calculate (10) with (11) (13) (17)
end for
end for
Calculate (25)
Calculate (19)
forr=1toR—-1do
forn=r+1toRdo
fori=1to Ndo
for j = 1to Ndo
Calculate (20) with (21) (22) (23) (24)
Calculate (27)
end for
end for
end for
end for
Calculate (28)
forr =2to Rdo
foru=1toUdo
Calculate (31)
end for
end for
Calculate (29)
forr=1toR—-1do
whileo < O + 1do
Calculate (33)
end while
end for
Calculate (32)
Calculate (34)
Calculate (36)
Calculate (38)

ALGORITHM 1: ISPC.

installed on the roof of the building that houses the Computer
Science Department in Udine University (Figure 4).

5.1 System Setup. The acoustic localization prototype
includes two linear arrays, each composed of four omni-
directional microphones. Very small sized arrays are used
because a real application of such systems would require
that the public spaces are not invaded in an excessive way;
therefore, there might not be enough space to install the
arrays. The arrays are located 11.4m apart at a height of
12.1m above the plane. The sample rate of the digital system
is 48 kHz, and the microphone distance is 25 cm. The system
consists of two parallel processing lines, corresponding to
the Array 1 and Array 2 (Figure 5).

The first processing step is the DOAs estimation. SRP-
PHAT is used for the DOAs estimation. The values corre-
sponding to the principal N peaks of the SRP-PHAT function
(in practice, those peaks which are above a given threshold)
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FIGURE 4: The prototype installed on the roof of the University
building. The two arrays are encircled.

Array 1
[ I

!

Sorted DOAs matrix estimation

1

Array 2

ISPC
I —

Position estimation

FIGURE 5: The block diagram of the processor showing the data flow
of all of the tasks of the experimental prototype.

allow the DOAs estimation of the N acoustic sources. The
assumed DOA range is —90° +90°, where zero is in front of
the array and the microphone reference is the first from left.
In the second step, the two-dimensional coordinates of
the source can be estimated by combining the DOAs at the
arrays. If more than one source is identified, a beamformer
and an SD comparison provide a guide to solve the problem of
associating the DOAs of the Array 1 with those of the Array 2.
The calculation of the two-dimensional position of the source
is a simple triangulation problem. However, we must consider
that the two arrays are not coincidental with the plane of
interest but are placed at a certain height. We must consider
that the possible points identified by the DOA are located on
a cone surface whose vertex is placed in the array and whose
axis is the straight line joining the two arrays. Every array
represents a cone: the intersection of the two cones is rep-
resented by a circumference. The intersection point between
the circumference and the plane of interest is the estimation
of the source distance from arrays (see Figure 6). Hence, we
consider d,, to be the distance of the arrays, h to be the height
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FiGURE 6: The two-dimensional position of the source of the
experimental prototype.
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FIGURE 7: The x-y sample space position of the plane of interest.

of arrays above the plane of interest, and éln and §2n to be the
DOA estimated on the Array 1 and Array 2, and we obtain

.- d, (tan02n+tan01n>’

" 2 \tan0,, - tanb,,

(39)

2
|
tan6,, — tan9,,,

The spatial resolution of the system depends on the distance
between the microphones, the distance between the arrays,
and the sample frequency of digital system. Figure 7 shows
the possible xy coordinates of the considered area of analysis.
The zero of the xy axes reference is located in the middle of
the distance between the two arrays. The spatial resolution
tends to decrease with an increasing distance from the arrays
and an increasing angle from the axis perpendicular to the
array.

TABLE 1: Position reporting the source label for each test and the SPL
of the sources.

Test label ! (Voice) s, (Hammer) s, (Motor car) s, (Honk)
70dB(A)  100dB(A) 68dB(A) 88dB(A)
) 1 2 3 —
», 1 3 4 —
s 1 4 5 —
Py 1 5 6 —
Ps 1 7 8 —
Ps 1 8 9 —
P, 1 9 10 —
s 1 10 1 —
o 2 3 1 —
Pio 3 4 1 -
Pu 4 5 1 -
Pz 5 6 1 -
Pis 7 7 1 -
Pis 8 8 1 —
Pis 9 10 1 —
Pis 10 11 1 —
Py 10 12 — 13
Pis 10 13 — 14
Pro 10 14 — 15
Do 10 15 — 19
P 6 16 — 17
P2 6 17 — 18
P 6 18 — 19
P 6 19 — 20
Pas 12 13 — 10
Pas 13 14 — 10
2% 14 15 — 10
Do 15 18 — 10
Drs 16 17 — 6
Do 17 18 — 6
Pxn 18 19 — 6
Ps 19 20 — 6

5.2. Experiment Setup. Experiments were conducted that
consider the area of analysis of 60 x 90 m shown in Figure 8,
that is, the parking lots of the University. Twenty zones of
acoustic source positioning are considered. They are labeled
with a number as we can see in Figure 8. The sources used
are a human voice (s,), a hammer striking an iron bar (s,), a
motor car (s3), and a honk car (s,). The hammer striking an
iron bar and the honk car are short-duration event sounds.
Two types of experiments were performed. The first type
used sounds with different spectral content, named Test 1.
The second type, instead, used sounds with similar spectral
content, named Test 2. Test 1 is composed of thirty-two
parts (P, py» - - -» P32)> e€ach one with three sources placed in
different positions (see Table 1). In various parts of Test 1, the
sources were positioned at increasing distances along the y
axis and the x axis. Table 1 also reported the sound pressure
level (SPL) of each source. The environmental noise was in
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FIGURE 8: Map of the study area indicating the position of arrays (Array 1and Array 2) and sources (the twenty labeling numbers: 1,2,. . ., 20).

a range of 40-50 dB(A). In Test 2, two car sounds were used.
The test was performed by placing two car sources in 1 and 7,
as shown in Figure 8.

5.3. System Localization Evaluation. An evaluation of the sys-
tem localization using a single source for each position was
computed. Table 2 shows the real xy coordinates of the source
points and the root mean square (RMS) error of the estima-
tion using SRP-PHAT method. We can see that the estimation
error increases in distant areas and when the angle of
incidence on the array is large.

5.4. ISPC Evaluation. Tables 3 and 4 summarize the results
for Test 1 and Test 2, respectively, comparing the localization
success rate (as a percentage) with different beamforming
algorithms (SRP, SRP-DC, and MVDR) and SD functions (LP,
IS, RMS, and COSH).

The localization success rate is the ratio between the num-
ber of correct combinations and the number of ambiguities
(NOA). NOA is the number of frames in which we have
ambiguity to properly associate the DOAs to the sources; that
is, the associations are incorrect in practice. The audio signal
frame was divided into 17.5 ms overlapping and a Hann-win-
dowed with a length of 140 ms. The parking area, where the
tests were conducted, is a public area. Thus, we must consider
that there are other sources in the acoustic scene: other
sounds of cars that are moving in the parking area and in the
nearby streets.

Table 3 summarizes the results of all thirty-two tests (Test
1). The number of NOA is 750, and the three frequency ranges
(FR) for the SD estimation are 20-675Hz, 20-2000 Hz,
and 20-8000 Hz. The frequency value of 675Hz takes into
account the spatial aliasing limit, which, in our case, is f =
c/(2d) = 337/(2 - 0.25) = 675 Hz. The phenomena of spatial
aliasing implies that the main lobe of the beamformer has a
set of identical copies, called grating lobes. The appearance

TABLE 2: Position referring to Figure 8 and the RMS errors of the
localization estimation using SRP-PHAT method.

Source label x (m) y (m) RMS error
1 1.5 20 1.1
2 1.5 23 1.7
3 1.5 26 2.2
4 1.5 32 1.9
5 1.5 38 2.5
6 1.5 52 4.1
7 4.5 20 0.9
8 7.5 20 4.2
9 10.5 20 8.6
10 20 20 18.2
1 30 20 8.8
12 20 23 9.2
13 20 26 15.8
14 20 32 15.7
15 20 38 4.8
16 4.5 52 4.2
17 7.5 52 8.3
18 10.5 52 17.5
19 20 52 20.2
20 30 52 23.6

of grating lobes is a function of both microphone spacing
and incident frequency. When fully visible, a grating lobe is
equal in amplitude to the main lobe of the array. This fact
reduces the array response, and, therefore, by defining the
spatial sampling requirement and removing the grating lobes,
we obtain a greater efficiency in the ISPC.

Table 4 depicts the results of Test 2 with an FR of 20-
675Hz and a NAM of 100. We can note that the accuracy
decreases, especially with regard to the RMS and COSH
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TABLE 3: Results of Test 1 reporting the summary of the thirty-two tests (p;, p,, .- .» Psy)-
(Hz) Localization success rate (%)
SRP- SRP-
SRP- SRP- SRP- SRP- MVDR- MVDR- MVDR- MVDR-
FR SRP-LP  SRP-IS DC- DC-
RMS COSH DC-LP DC-IS RMS COSH LP IS RMS COSH
20-675 28.4 38.2 85.2 79.1 23.4 37.8 86.4 73.7 43.6 68.6 90.1 83.4
20-2000 421 45.2 72.3 63.5 43.8 42.4 71.2 61.1 45.4 63.1 77.6 72.1
20-8000 53.2 52.4 69.5 58.5 519 49.4 68.3 58.7 48.4 56.0 65.5 61.8
TABLE 4: Results of Test 2 using two car sounds.
(Hz) Localization success rate (%)
SRP- SRP-
SRP- SRP- SRP- SRP- MVDR- MVDR- MVDR- MVDR-
FR SRP-LP  SRP-IS DC- DC-
RMS COSH DC-LP DC-IS RMS COSH LP IS RMS COSH
20-675 50.2 53.8 57.5 471 52.4 51.3 59.4 55.7 45.4 62.0 52.0 53.5
functions, and this result highlights the limitation of the = References

proposed approach in the case of spectrally similar sources.

The best results for Test 1 were obtained with the RMS
log SD function and FR = [20-675] Hz. MVDR has the
greatest capacity for location with 90.1% of successful DOAs
association.

6. Conclusions

The novel incident signal power comparison algorithm is
used to solve the ambiguous problem of correctly linking the
DOAs from different arrays to the same source in a far-field
condition with concurrent sources. Experimental results have
shown that this approach can be a solution for a multisource
localization that requires a frame-to-frame analysis, that is,
in those cases in which the traditional filtering approach can
not be applied. An evaluation of the system in a real scenario
is reported, installing a hardware/software prototype on the
roof of the University building and analyzing the results
comparing three types of beamforming and four functions
for the SD estimation. The interest in locating in a far-field
outdoor context may be attractive for audio surveillance,
sound monitoring, and the analysis of acoustic scenes. The
ISPC is successfully used in a joint audio-video system for
monitoring a large area. The best performances are obtained
with RMS SD measure on frequency range between 20 Hz and
the spatial aliasing frequency limit. We achieved a success
rate of 90.1% using MVDR beamforming. We showed the
limitation of the proposed algorithm in case of sources that
have a similar spectral content.
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Improved guided image fusion for magnetic resonance and computed tomography imaging is proposed. Existing guided filtering
scheme uses Gaussian filter and two-level weight maps due to which the scheme has limited performance for images having noise.
Different modifications in filter (based on linear minimum mean square error estimator) and weight maps (with different levels)
are proposed to overcome these limitations. Simulation results based on visual and quantitative analysis show the significance of

proposed scheme.

1. Introduction

Medical images from different modalities reflect different
levels of information (tissues, bones, etc.). A single modality
cannot provide comprehensive and accurate information [1,
2]. For instance, structural images obtained from magnetic
resonance (MR) imaging, computed tomography (CT), and
ultrasonography, and so forth, provide high-resolution and
anatomical information [1, 3]. On the other hand, functional
images obtained from position emission tomography (PET),
single-photon emission computed tomography (SPECT), and
functional MR imaging, and so forth, provide low-spatial
resolution and functional information [3, 4]. More precisely,
CT imaging provides better information on denser tissue with
less distortion. MR images have more distortion but can pro-
vide information on soft tissue [5, 6]. For blood flow and flood
activity analysis, PET is used which provide low space resolu-
tion. Therefore, combining anatomical and functional medi-
cal images through image fusion to extract much more useful
information is desirable [5, 6]. Fusion of CT/MR images
combines anatomical and physiological characteristics of
human body. Similarly fusion of PET/CT is helpful for tumor
activity analysis [7].

Image fusion is performed on pixels, features, and deci-
sion levels [8-10]. Pixel-level methods fuse at each pixel and
hence reserve most of the information [11]. Feature-level
methods extract features from source images (such as edges
or regions) and combine them into a single concatenated
feature vector [12,13]. Decision-level fusion [11, 14] comprises
sensor information fusion, after the image has been processed
by each sensor and some useful information has been
extracted out of it.

Pixel-level methods include addition, subtraction, divi-
sion, multiplication, minimum, maximum, median, and rank
as well as more complicated operators like Markov random
field and expectation-maximization algorithm [15]. Besides
these, pixel level also includes statistical methods (principal
component analysis (PCA), linear discriminant analysis,
independent component analysis, canonical correlation anal-
ysis, and nonnegative matrix factorization). Multiscale trans-
forms like pyramids and wavelets are also types of pixel-
level fusion [11, 14]. Feature-level methods include feature
based PCA [12,13], segment fusion [13], edge fusion [13], and
contour fusion [16]. They are usually robust to noise and mis-
registration. Weighted decision methods (voting techniques)
[17], classical inference [17], Bayesian inference [17], and
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Dempster-Shafer method [17] are examples of decision-level
fusion methods. These methods are application dependent;
hence, they cannot be used generally [18].

Multiscale decomposition based medical image fusion
decompose the input images into different levels. These
include pyramid decomposition (Laplacian [19], morpholog-
ical [20], and gradient [21]); discrete wavelet transform [22];
stationary wavelet transform [23]; redundant wavelet trans-
form [24]; and dual-tree complex wavelet transform [25].
These schemes produce blocking effects because the decom-
position process is not accompanied by any spatial orienta-
tion selectivity.

To overcome the limitations, multiscale geometric anal-
ysis methods were introduced for medical image fusion.
Curvelet transform based fusion of CT and MR images [26]
does not provide a proper multiresolution representation of
the geometry (as curvelet transform is not built directly in
the discrete domain) [27]. Contourlet transform based fusion
improves the contrast, but shift-invariance is lost due to
subsampling [27, 28]. Nonsubsampled contourlet transform
with a variable weight for fusion of MR and SPECT images
has large computational time and complexity [27, 29].

Recently, guided filter fusion (GFF) [30] is used to
preserve edges and avoid blurring effects in the fused image.
Guided filter is an edge-preserving filter and its computa-
tional time is also independent of filter size. However, the
method provides limited performance for noisy images due
to the use of Gaussian filter and two-level weight maps. An
improved guided image fusion for MR and CT imaging is
proposed to overcome these limitations. Simulation results
based on visual and quantitative analysis show the signifi-
cance of proposed scheme.

2. Preliminaries

In this section, we briefly discuss the methodology of GFF
[30]. The main steps of the GFF method are filtering (to
obtain the two-scale representation), weight maps construc-
tion, and fusion of base and detail layers (using guided
filtering and weighted average method).

Let F be the fused image obtained by combining input
images A and B of same sizes (M x N). The base (I}; and I;,)
and detail (I,; and I,,) layers of source images are

][] o

where f is the average filter. The base and detail layers contain
large- and small-scale variations, respectively. The saliency
images are obtained by convolving A and B and with a
Laplacian filter h followed by a Gaussian filter g; that is,

S ] |A % h|*g
Hinet @

The weight maps P, and P, are

Bl o
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where £(S;,S,) is a function with value 1 for S,(m,n) >
S,(m,n) and value 0 for S,(m,n) < S,(m,n) (similarly for
£(S,,S,)). Si(m,n) and S,(m, n) are the saliency values for
(m, n) pixel in A and B, respectively.

Guided image filtering is performed to obtain the refined
weights W,,, W,,, W,,, and W,, as

[ Wy, [Wh, ] _ [ G, ., (P,A)|G, . (P,A) @)
W21 ‘ W22 Grl,e1 (PZ’B) ‘ Grz,ez (PZ’B) ’

where 7, €, 75, and €, are the parameters of the guided filter
W, and W, and W,, and W, are the base layer and the detail
layer weight maps.

The fused image F is obtained by weighted averaging of
the corresponding layers; that is,

2 2

F= Z Z‘/Vilizlizil' (5)

i=1i,=1

The major limitations of GFF [30] scheme are summa-
rized as follows.

(1) The Gaussian filter from (2) is not suitable for Rician
noise removal. Thus, the algorithm has limited per-
formance for noisy images. Hence filter of (2) needs
to be modified to incorporate noise effects.

(2) The weight maps P, and P, from (3) can be improved
by defining more levels. The main issue with binary
assignment (0 and 1) is that when the saliency values
are approximately equal, the effect of one value is
totally discarded, which results in degraded fused
image.

3. Proposed Methodology

The proposed scheme follows the methodology of GFF [30]
with necessary modifications to incorporate the above listed
limitations. This section first discusses the modification pro-
posed due to noise artifacts and then the improved weight
maps are presented.

3.1 Improved Saliency Maps. The acquired medical images
are usually of low quality (due to artifacts), which degrade
the performance (both in terms of human visualization and
quantitative analysis).

Beside other artifacts, MR images often contain Rician
Noise (RN) which causes random fluctuations in the data and
reduces image contrast [31]. RN is generated when real and
imaginary parts of MR data are corrupted with zero-mean,
equal variance uncorrelated Gaussian noise [32]. RN is a
nonzero mean noise. Note that the noise distribution tends to
Rayleigh distribution in low intensity regions and to a
Gaussian distribution in regions of high intensity of the
magnitude image [31, 32].

Let A = A + Ny be image obtained using MR imaging
containing Rician noise Ny. The CT image B has higher
spatial resolution and negligible noise level [33, 34].
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The source images are first decomposed into base I,, and
I, and detail I,; and I,, layers following (1):

ju‘lu _ A*f ‘ B« f
i ey ey rys BENG

I,, and I, have an added noise term compared to (1). Linear
minimum mean square error estimator (LMMSE) is used
instead of Gaussian filter for minimizing RN, consequently
improving fused image quality.

The saliency maps S, and S, are thus computed by
applying the LMMSE based filter g and following (2):

|:SI:|_[|A*h|*q+|NR*h|*q

7
S, |B x hl| *q 7

The main purpose of g is to make the extra term Np * has in
S, small as possible while enhancing the image details.

3.2. Improved Weight Maps. The saliency maps are linked
with detail information in the image. The main issue with 0
and 1 weight assignments arises in GFF [30] when different
images have approximately equal saliency values. In such
cases, one value is totally discarded. For noisy MR images,
the saliency value may be higher at a pixel due to noise; in
that case it will assign value 1 (which is not desirable). An
appropriate solution is to define a range of values for weight
maps construction.
Let A 45 = S,(m,n) — S,(m, n), and S;(m,n) > S,(m, n),

1 ifA,>03

0.8 if A,z >0.25

Py (mmn) =407 if Ayg>02 (8)
0.6 if A,z >0.15

Q otherwise.

Let A gy = S,(m,n) — S;(m,n), and S,(m, n) > S;(m, n),

(1 ifAg, =03
0.8 if Agy >0.25
Py(mmn) =407 if Apy>02 9)
0.6 if Agy >0.15

|0 otherwise.

These values are selected empirically and may be further
adjusted to improve results. Figures 1(a) and 1(b) show CT
and noisy MR images, respectively. Figures 1(c)-1(f) show the
results of applying different weights. The information in the
upper portion of the fused image increases as more levels are
added to the weight maps.

The weight maps are passed through guided filter to
obtain W;;, W,,, W,,, and W,,. Finally the fused image F is

2 2
= Z Z iy 1211' (10)
i=1i=1

LMMSE based filter reduces the Rician noise and the
more levels of weight maps ensure that more information
is transferred to the fused image. The incorporation of the
LMMSE based filter and a range of weight map values makes
the proposed method suitable for noisy images.

4. Results and Analysis

The proposed method is tested on several pairs of source
(MR and CT) images. For quantitative evaluation, different
measures including mutual information (MI) [35] measure
Cyp> Structural similarity (SSIM) [36] measure (g, Xydeas
and Petrovi¢’s [37] measure (xp, Zhao et al’s [38] measure
{2, Piella and Heijmanss [39] measures {pyy and (pyy , and
visual information fidelity fusion (VIFF) [40] metric {y g are
considered.

4.1. MI Measure. MI is a statistical measure which provides
the degree of dependencies in different images. Large value
of MI implies better quality and vice versa [11, 33, 35]:

Py (a, f)

o = P, (a) Py ()

(HA ZPAF (a, f)log

Py (b, f)
Py (b) Pr (f)

>

+ m;PB}? (b, f)log

(1)

where H,, Hg, and Hy, are the entropies of A, B, and F images,
respectively. P, is the jointly normalized histogram of A and
F, Pgp. is the jointly normalized histogram of Band F, and P,
Py, and Py are the normalized histograms of A, B, and F,
respectively.

4.2. SSIM [36] Measure. SSIM [36] measure is defined as

{ssiv (A, B, F)
AwCSSIM (Aw’Fw) + (1 - /\w) CSSIM (Bw, Fw)
if Cspv (Ay» By | w) = 0.75 (12)

max ((SSIM (Aw’ Fw) » Cssim (Bw’ Fw))
if Cgqv (A, By, | w) < 0.75,

where w is a sliding window and A(w) is

(P

A = —'“’
v 0a, +0p, (13)

where 0, and oy are the variance of images A and B, res-
pectively.
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(d)
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FIGURE 1: Weight maps comparison: (a) CT image, (b) noisy MR image, (c) fused image with 3 weight maps, (d) fused image with 4 weight
maps, (e) fused image with 5 weight maps, and (f) fused image with 6 weight maps.

4.3. Xydeas and Petrovi¢’s [37] Measure. Xydeas and Petrovi¢
[37] proposed a metric to evaluate the amount of edge
information, transferred from input images to fused image.
It is calculated as

Mz
Mk

o= Y Y (QY Omm) e Omm) + Q% (mm) 2 (m,m)

3
)
I

"

M=z

M -1
Z (TA (m,n) +1° (m, n))) ,

X <
1n=1
AF BF .
where Q™" and Q™" are the product of edge strength and ori-
entation preservation values at location (1, n), respectively.

The weights 7 (m, n) and 7°(m, n) reflect the importance of
Q*F (m, n) and Q% (m, n), respectively.

3
I

(14)

4.4. Zhao et al’s [38] Metric. Zhao et al. [38] used the phase
congruency (provides an absolute measure of image feature)
to define an evaluation metric. The larger value of the metric
describes a better fusion result. The metric {, is defined as
the geometric product of phase congruency, maximum and
minimum moments, respectively.

4.5. Piella and Heijmans’s [39] Metric. Piella and Heijmans’s
[39] metrics p, and ¢ p, are defined as

&, [A () Q, (A.F | w)

|W|weW

+ (1-A(w))Q, (B, F | w)]
(15)

(p,= Y c) [A(w)Q,(AF | w)

wew
+ (1-A(w)Q, (B, F | w)],

where Q,(A,F | w) and Q,(B,F | w) are the local quality
indexes calculated in a sliding window w and A(w) is defined
as in (13). Consider

40AFZf
(A" +F) (0% +02)

Q, (A, F | w) = (16)

where A is the mean of A and 07 and 0 4, are the variance of
A and the covariance of A, B, respectively. Consider

o - max[aAw,an] ’ (17)

w
2wl ew [GA:U’ UA’W]
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(d)

FIGURE 3: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

(a)

(d)

FIGURE 4: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

where o, and oy are the variance of images A and B within
the window w, respectively.

4.6. VIFF [40] Metric. VIFF [40] is a multiresolution image
fusion metric used to assess fusion performance objectively.
It has four stages. (1) Source and fused images are filtered and
divided into blocks. (2) Visual information is evaluated with
and without distortion information in each block. (3) The
VIFF of each subband is calculated and the overall quality
measure is determined by weighing (of VIFF at different
subbands).

Figure 2 shows a pair of CT and MR images. It can be
seen that the CT image (Figure 2(a)) provides clear bones
information but no soft tissues information, while in contrast
to CT image the MR image in Figure 2(b) provides soft tissues

information. The fused image must contain both the infor-
mation of bones and soft tissues. The fused image obtained
using proposed scheme in Figure 2(d) shows better results as
compared to fused image obtained by GFF [30] in Figure 2(c).

Figure 3 shows the images of a patient suffering from
cerebral toxoplasmosis [41]. A more comprehensive infor-
mation consisting of both the CT and MR images is the
requirement in clinical diagnosis. The improvement in fused
image using proposed scheme can be observed in Figure 3(d)
compared to image obtained by GFF [30] in Figure 3(c).

Figure 4 shows a pair of CT and MR images of a
woman suffering from hypertensive encephalopathy [41]. The
improvement in fused image using proposed scheme can be
observed in Figure 4(d) compared to image obtained by GFF
[30] in Figure 4(c).
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TaBLE 1: Quantitative analysis of GFF [30] and proposed schemes.

Quantitative Example 1 Example 2 Example 3 Example 4
measures GFF [30] Proposed GFF [30] Proposed GFF [30] Proposed GFF [30] Proposed
v 0.2958 0.2965 0.4803 0.5198 0.4164 0.4759 0.4994 0.5526
Y 0.3288 0.3540 0.3474 0.3519 0.3130 0.3139 0.2920 0.2940
Uxp 0.4034 0.5055 0.4638 0.4678 0.4473 0.4901 0.4498 0.4653
{, 0.1600 0.1617 0.3489 0.3091 0.2061 0.2193 0.3002 0.2855
(PI 0.4139 0.4864 0.2730 0.3431 0.2643 0.3247 0.2729 0.3339
(Pz 0.4539 0.7469 0.5188 0.6387 0.6098 0.7453 0.5268 0.6717
Cvrer 0.2561 0.3985 0.1553 0.2968 0.1852 0.3009 0.1842 0.3487

()

FIGURE 5: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

Figure 5 shows a pair of images containing acute stroke
disease [41]. The improvement in quality of fused image
obtained using proposed scheme can be observed in
Figure 5(d) compared to Figure 5(c) (image obtained by GFF
(30]).

Table 1 shows that proposed scheme provides better
quantitative results in terms of {1, Cssiv> Cxps §7> Cp > Cp» and
Cyipr as compared to GFF [30] scheme.

5. Conclusions

An improved guided image fusion for MR and CT imaging
is proposed. Different modifications in filter (LMMSE based)
and weights maps (with different levels) are proposed to over-
come the limitations of GFF scheme. Simulation results based
on visual and quantitative analysis show the significance of
proposed scheme.
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Face hallucination is one of learning-based super resolution techniques, which is focused on resolution enhancement of facial
images. Though face hallucination is a powerful and useful technique, some detailed high-frequency components cannot be
recovered. It also needs accurate alignment between training samples. In this paper, we propose a high-frequency compensation
framework based on residual images for face hallucination method in order to improve the reconstruction performance. The basic
idea of proposed framework is to reconstruct or estimate a residual image, which can be used to compensate the high-frequency
components of the reconstructed high-resolution image. Three approaches based on our proposed framework are proposed. We
also propose a patch-based alignment-free face hallucination. In the patch-based face hallucination, we first segment facial images
into overlapping patches and construct training patch pairs. For an input low-resolution (LR) image, the overlapping patches
are also used to obtain the corresponding high-resolution (HR) patches by face hallucination. The whole HR image can then be
reconstructed by combining all of the HR patches. Experimental results show that the high-resolution images obtained using our
proposed approaches can improve the quality of those obtained by conventional face hallucination method even if the training data

set is unaligned.

1. Introduction

There is a high demand for high-resolution (HR) images such
as video surveillance, remote sensing, and medical imaging
because high-resolution images can reveal more information
than low-resolution images. However, it is hard to improve
the image resolution by replacing sensors because of the
high cost, hardware physical limits. Super resolution image
reconstruction (SR) is one promising technique to solve the
problem [1,2]. SR can be broadly classified into two families of
methods: (1) the classical multiframe super resolution [2] and
(2) the single-frame super resolution, which is also known as
example-based or learning-based super resolution [3-5]. In
the classical multiimage SR, the HR image is reconstructed
by combining subpixel-aligned multiimages (LR images). In
the learning-based SR, the HR image is reconstructed by
learning correspondence between low and high-resolution
image patches from a database.

Face hallucination is one of learning-based SR techniques
proposed by Baker and Kanade [1, 6], which is focused on

resolution enhancement of facial images. To date, a lot of
algorithms of face hallucination methods have been proposed
[7-12]. Though face hallucination is a powerful and useful
technique, some detailed high-frequency components cannot
be recovered. In this paper, we propose a high-frequency
compensation framework based on residual images for face
hallucination method in order to improve the reconstruction
performance. The basic idea of proposed framework is to
reconstruct or estimate a residual image, which can be used
to compensate the high-frequency components of the recon-
structed high-resolution image. Three approaches based on
our proposed framework are proposed. We also propose a
patch-based alignment-free face hallucination method. In the
patch-based face hallucination, we first segment facial images
into overlapping patches and construct training patch pairs.
For an input LR image, the overlapping patches are also used
to obtain the corresponding HR patches by face hallucination.
The whole HR image can then be reconstructed by combining
all of the HR patches.
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FIGURE 2: Framework for recovering high-frequency components in face hallucination.

The paper is organized as follows. In Section 2, we
describe the conventional face hallucination method. Our
proposed residual image compensation methods are pre-
sented in Section 3. Our proposed patch-based alignment-
free method is presented in Section 4. Section 5 presents
experimental results and quantitative evaluation. Section 6
summarizes our conclusions.

2. Face Hallucination

The face hallucination method is one of learning-based SR
methods, which is proposed for resolution enhancement of
facial images [6-12]. In this section, we briefly introduce
the basic concept of face hallucination, which is shown in
Figure 1.

The basic idea of face hallucination is that a face image
can be reconstructed from other face images by linear com-
bination because all facial images have a similar structure. In
face hallucination, an input LR image can be represented as a
linear sum of the LR training images along with some learned
coeflicients. Due to the correlation between the LR and HR
images in the training dataset, the output HR image can also
be calculated by finding the linear sum of the corresponding
HR images using the same coefficients.

We represent a two-dimensional face image using a
column vector of all pixel values, and X, represents the input
LR face image. HR training images are denoted by H =
[H,,H,,...,H),], and the corresponding LR training images
are L = [L;,L,,...,Ly,], where M is the number of training
image pairs. First, we interpolate the LR training images
and the input (test) LR image to the resolution space of the
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HR training images, denoted by L =1[,L,..L, and

X, respectively. X; may be represented by a linear sum of
interpolated training LR images using

X, =L + 6L, + -+l )

where C = [¢,6,...,¢,] are the weight coeflicients,

satistying the following constraint:

g+ttt =1 (2)

The optimal weights can be calculated by minimizing the

error in reconstructing the input LR image X, from training

LR images. This error is defined in (3). After substitution

of the constraints in (2) into (3), the weight vector may be
obtained using covariance matrix S in (4). So,

M

e© =%, -X| =[x, - YL, 3)
i=1

- lfs—llll (s=(X1"-I)' (X1"-L)). ©@

After obtaining the coefficients for reconstructing the
input LR image with LR training images as given in (1), we

replace L with H using the same coefficients C. Subsequently,
the HR image X;, can be obtained using

X, =qH, +gH, + -+ ¢, Hy,. (5)

3. High Frequency Compensations Using
Residual Images

Though face hallucination is a powerful and useful tech-
nique, some detailed high-frequency components cannot
be recovered. In this paper, we propose a high-frequency
compensation framework based on residual images for face
hallucination method in order to improve the reconstruction
performance. The basic idea of proposed framework is to
reconstruct or estimate a residual image, which can be
used to compensate the high-frequency components of the
reconstructed high-resolution image as shown in Figure 2.
In order to estimate the residual image, we construct a
new residual image database (pairs of LR and HR residual
images) in addition to existing image database (pairs of
LR and HR images) for training. The construction of the
residual image database is shown in Figure 3. The HR and LR
training image pairs [H;,H,,...,Hy,] and [L;,L,,...,L,,]
already exist in conventional face hallucination. With con-
ventional face hallucination, for each LR training image L,
the other M — 1 training image pairs are used to obtain



HR and LR residual training images

The Scientific World Journal

Conventional SR

LR image

Conventional SR

% «
Down-
Q—

Subtraction

],

/

HR image

|

—
Addition

Final HR image

g

HR residual image

HR and LR residual training images

FIGURE 4: Proposed super resolution method 2.

the approximated HR image H. The HR training residual
image is the difference between the original HR image and
the reconstructed HR image H, while the LR residual image
is the difference between the original LR image and the
downsampled version of the reconstructed HR image.

With the two training pair databases, three approaches
are proposed for high frequency compensation.

3.1. Proposed Method 1. The first approach is shown in
Figure 3. We first use the conventional interpolation method
to obtain an HR image and calculate the LR residual image
between the input LR image and the downsampled recon-
structed HR image. Then we reconstruct the HR residual
image from the LR residual image using training residual
image pairs. Finally we merge the HR residual and the
interpolated HR images.

3.2. Proposed Method 2. The second approach is shown in
Figure 4. We first use the conventional face hallucination
method to obtain an HR image and calculate the LR residual
image between the input LR image and the downsampled
reconstructed HR image. Then we reconstruct the HR resid-
ual image from the LR residual image using training residual

image pairs. Finally we merge the HR residual and the
reconstructed HR images.

3.3. Proposed Method 3. The third approach is shown in
Figure 5. We first use our proposed SR method 1 to obtain
an HR image and calculate the LR residual image between
the input LR image and the downsampled reconstructed HR
image. Then we reconstruct the HR residual image from the
LR residual image using training residual image pairs. Finally
we merge the HR residual and the reconstructed HR images.

4. Alignment-Free Patch-Based
Face Hallucination

In the conventional face hallucination (Figure 6(a)), whole
face image is used in training and SR reconstruction. Each
pixel is reconstructed by the use of the corresponding
pixel pairs at the same position. So the conventional face
hallucination needs an accurate alignment of facial images
in order to obtain good reconstructed HR images. With
some imperfectly aligned facial datasets, it is difficult to
reconstruct sharp HR images using face hallucination. In this
paper, we propose a patch-based face hallucination. The basic
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idea of our proposed method is shown in Figure 6(b). In
our proposed alignment-free patch-based face hallucination,
we first segment facial images into overlapping patches and
construct training patch pairs. For reconstruction of HR
image, each overlapping patch in the input LR image is used
as a template and its corresponding patches in LR training
images are found by the use of an SSD (sum of squared
difference) based template matching. Then its HR patches can
be obtained by face hallucination. The whole HR image can
be reconstructed by combining all of the HR patches.

5. Experimental Results

In order to validate the effectiveness of our proposed meth-
ods, we apply our proposed methods to two face databases.
The first one is our developed MaVIC database (multiangle
View, illumination and cosmetic facial image database) [13],
which contains 99 aligned images of different persons and
the size of each image is 320 x 400. The second one is
C&P database provided by Kanade et al. [14] and Pie [11],
which contains 165 imperfectly aligned frontal face images,
and each image size is 264 x 320. We first generate the LR
and HR image pairs by downsampling the original images.
The size of LR images is 50 x 61, while the size of HR
images is 200 x 244. The leave-one-out method is used in
our experiments. In each database, we select one LR image

randomly as a test image and its HR image is used as a ground
truth image for quantitative evaluation. Other image pairs are
used for training. Our proposed three methods are used for
HR reconstruction of the LR test image. In order to make
a comparison, the conventional face hallucination method
and the bicubic interpolation method are also used for
reconstructions. For each method, a total of 20 experiments
with a different test image are performed. The peak signal-to-
noise ratio (PSNR) [dB] is used as a quantitative measure for
evaluation of the HR reconstruction performance. For C&P’s
imperfectly aligned facial datasets, our proposed patch face
hallucination method is used with a patch size of 3 x 3 and a
1 x 1 patch that overlaps with adjacent patches.

Firstly, we show experimental results with the aligned face
database MaVIC. A typical example is shown in Figure 7.
The test LR image, which is not included in the training
samples, is shown in the upper left of Figure 7. The grand
truth HR image is shown in the lower right of Figure 7.
Others are reconstructed HR images with their PSNR by
different methods. It can be seen that the reconstructed high-
resolution images obtained using our proposed approaches
are much better than those obtained by conventional face
hallucination method and bicubic interpolation method and
the proposed method 3 shows the best performance among
three proposed methods. Similar results have also been
obtained with other test images. PSNR evaluation results for
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FIGURE 7: Typical reconstructed images for an aligned face image database (MaVIC).
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FIGURE 9: Typical reconstructed images for a nonaligned face image database (C&P).

all test images are shown in Figure 8. The image shown in
Figure 7 is corresponding to image no. 20. The mean and
standard deviation over 20 experiments for each method are
summarized in Table 1. It can be seen that the averaged PSNR
with bicubic interpolation is about 31.16. The averaged PNSR
can be improved to 34.35 [dB] by the use of conventional
face hallucination. Significant improvements can be achieved
by our proposed high-frequency compensation methods. The
proposed method 3 shows the best performance among three
proposed methods. The averaged PSNR is improved to 44.17
[dB].

TaBLE 1: Comparison of the averaged PSNR for an aligned face
database (MaVIC).

Method Conventional Proposed Proposed Proposed

Bicubi

SR [10] SR1 SR 2 SR3 o ewIe
Mean 34.35 3818 4174 4417 3116
Stv. 0.81 0.72 118 060 045

Next, we show experimental results with the unaligned
face database (C&P). Unlike experiments with MaVIC, our
proposed patch-based method is used for reconstruction of
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TaBLE 2: Comparison of the averaged PSNR for a nonaligned face image database (C&P).

Conventional Conventional Proposed Proposed Proposed

Method I
ethods SR [10] SR + patch SR 1 + patch SR 2 + patch SR 3 + patch Bicubic

Mean 20.42 31.21 32.49 32.19 32.96 30.86

Stv. 1.03 1.54 1.60 1.50 1.58 1.37

HR images. A typical example is shown in Figure 9. The test
LR image, which is not included in the training samples,
is shown in the upper left of Figure9. The grand truth
HR image is shown in the lower right of Figure 9. Others
are reconstructed HR images with their PSNR by different
methods. PSNR evaluation results for all test images are
shown in Figure 10. The image shown in Figure 9 is corre-
sponding to image no. 20. The mean and standard deviation
over 20 experiments for each method are summarized in
Table 2. As we discussed in previous section, conventional
face hallucination needs an accurate alignment of facial
images in order to obtain good reconstructed HR images.
For the unaligned face database C&P (usually existing face
databases are not aligned), the conventional SR method,
which uses whole face image for super resolution, gives a
very poor result, while if we use our proposed patch-based
framework, we can significantly improve the reconstructed
HR image even with the conventional face hallucination
method. The averaged PSNR can be improved from 20.42
[dB] to 31.21 [dB]. It means that our proposed method is
an alignment-free SR method. Furthermore, the HR image
with higher quality can be achieved by our proposed high-
frequency compensation methods. As well as the results with
MaVIC, the proposed method 3 shows the best performance
among three proposed methods. The averaged PSNR is
improved to 32.96 [dB]. Though smaller patch size may
improve the quality of reconstructed HR images, it will
increase the computation cost. Optimum patch size depends
on the purpose and applications.

6. Conclusions

We proposed a residual image compensation framework
together with a patch-based alignment-free method to im-
prove the reconstruction quality for face hallucination. The
basic idea of our proposed residual image compensation
framework was to reconstruct or estimate a residual image,
which can be used to compensate the high-frequency com-
ponents of the reconstructed high-resolution image. Three
approaches based on our proposed framework were pro-
posed. In the patch-based alignment-free face hallucination,
we first segmented facial images into overlapping patches and
constructed training patch pairs. For an input LR image, the
overlapping patches are also used to obtain the corresponding
HR patches by face hallucination. The whole HR image
can then be reconstructed by combining all of the HR
patches. The effectiveness of our proposed methods has been
demonstrated on both the aligned face database (MaVIC) and
the unaligned face database (C&P). The reconstructed high-
resolution images obtained using our proposed approaches
are much better than those obtained by conventional face
hallucination method and bicubic interpolation method. The
averaged PSNR of reconstructed HR images was improved
from 34.35 [db] to 44.17 [dB] for the aligned face database
(MaVIC) and from 20.42 [dB] to 32.40 [dB] for the unaligned
face database (C&P). The proposed high-frequency compen-
sation method 3 shows the best performance among three
proposed approaches.
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The difficulty of small infrared target detection originates from the variations of infrared signatures. This paper presents the
fundamental physics of infrared target variations and reports the results of variation analysis of infrared images acquired using
a long wave infrared camera over a 24-hour period for different types of backgrounds. The detection parameters, such as signal-to-
clutter ratio were compared according to the recording time, temperature and humidity. Through variation analysis, robust target
detection methodologies are derived by controlling thresholds and designing a temporal contrast filter to achieve high detection
rate and low false alarm rate. Experimental results validate the robustness of the proposed scheme by applying it to the synthetic

and real infrared sequences.

1. Introduction

Small infrared target detection is important for a range
of military applications, such as infrared search and track
(IRST) and active protection system (APS). In particular, an
APS is a system designed to protect tanks from guided missile
or rocket attack by a physical counterattack, as shown in
Figure 1. An antitank missile, such as high explosive antitank
(HEAT), should be detected at a distance of at least 1 km and
tracked for active protection using RADAR and infrared (IR)
cameras. Although RADAR and IR can complement each
other, this study focused on the IR sensor-based approach
because it can provide a high resolution angle of arrival
(AOA) and detect high temperature targets.

IR sensors are inherently passive systems and do not
have all weather capability. In addition, IR images show
severe variations according to background, time, tempera-
ture, and humidity, which makes the target detection difficult.
The use of adaptive IR sensor management techniques can
enhance the target detection performance. On the other
hand, few studies have analyzed the IR variations in terms
of small target detection using the data collected over a

24-hour period. In 2006, Jacobs summarized the basics of
radiation, atmospheric parameters, and infrared signature
characterization [1]. He measured the thermal variations
in various environments. Recently, the TNO research team
characterized small surface targets in coastal environments
[2-4]. In 2007, the TNO team introduced the measurement
environment and examined the target contrast and contrast
features of a number of small sea surface vessels [2]. The
analysis revealed a variation in contrast due to changes in
solar illumination, temperature cooling by wind and sun-
glint. In 2008, the team analyzed the variations in the vertical
profile radiance and clutter in a coastal environment [3].
Based on the analysis, a Maritime Infrared Background Sim-
ulator (MIBS) background simulation was performed under
these measurement conditions. They can predict clutter in
coastal background accurately. In 2009, they extended the IR-
based analysis to visible cameras, hyperspectral cameras, and
polarization filters to validate the contrast and clutter model
[4].

The first contribution of this paper is IR variation analysis
in terms of small target detection. The second contribution
is the acquisition of 24-hour IR data in winter and spring.
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FIGURE 1: IR-based target detection and tracking in active protection system (APS).

The third contribution is variation analysis for different
backgrounds. The fourth contribution is the proposition of
robust small target detection based on the variation analysis.
Section 2 characterize the infrared signature and presents the
sources of infrared variations. Section 3 explains the target
detection parameters and variation measurement results
including the details of the IR variability in different back-
ground, time, temperature, and humidity. Section 4 proposes
small target detection methods to overcome the target sig-
nature variations. Section 5 presents the experimental results
for synthetic and real test sequences. Section 6 discusses the
analysis results and concludes the paper.

2. Characterization of Infrared Target
Signature and Variation

2.1. Physical Modeling of Infrared Target Signature. In general,
IR target images are obtained by the process of IR radiation
contrast, attenuation by atmospheric transmittance, photon
to voltage conversion in the IR sensor, and analog-to-digital
conversion (ADC), as shown in Figure 2. The temperature
contrast between the target and background is radiated and
propagated in the air. The radiation contrast is attenuated
by atmospheric effects, such as absorption, emission, and
scattering of H,O and CO,.

Objects with temperatures higher than 0K radiate ther-
mal energy, and such energy differences create voltage dif-
ferences in thermal detectors. Most target detection algo-
rithms use the difference information between target and

background energy. Based on such basic radiation theory,
we can predict relative target digital signal levels given
the information of thermal radiation intensity difference
between the target and background by carefully modeling the
energy transformation processes. Modeling procedures are as
follows. First, we input a thermal radiant intensity difference
between the target and background. Second, we calculate
atmospheric transmissivity. Third, we calculate the number
of photons in front of the sensors. Fourth, we calculate the
voltage levels at a detector. Finally, we obtain gray levels or
digital counts after analog-to-digital (A/D) converter.

Since the objective of APS is to detect distant targets as
early as possible, targets can be regarded as point sources.
Therefore, we use the output voltage model in the thermal
detector as the following equation [5]:

A I (A, AT) A
= 6 [ Ry LD A0 gy
o R o

T () Ty (V) dA,

where I(A, AT) [watt/sr um] denotes radiant intensity at
wavelength (1) when the temperature difference is AT. R [m]
represents the distance between the IR camera and a target.
These two parameters should be provided by users. AV,
means voltage difference produced by target region and
background region in a thermal detector. T, (1) denotes
atmospheric transmissivity that is defined as a ratio (the

fraction or percent of a particular frequency or wavelength
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FIGURE 2: IR target imaging process and sources of IR variations.

of electromagnetic radiation that passes through a medium
without being absorbed or reflected). A, [m?] represents the
area of entrance aperture of the IR camera. 7,(A) represents
the optical transmissivity of the IR camera, which considers
the mirrors and lenses. Ideally, the thermal energy of a distant
point target should be gathered in a pixel of a detector. How-
ever, thermal energy of a point target is dispersed (blurred)
due to the diffraction and aberration of the optical system.
PVF (point visibility factor) can model such phenomenon
quantitatively. So, PVF is defined as the ratio of center pixel
energy over total target energy. A;,A, represent operation
ranges, lower limit, and upper limit of thermal detector.
R,;(A) denotes detector responsivity versus wavelength. If the
responsivity is available, then we can estimate the output
voltage given infrared intensity. G denotes the detector gain.
We usually use radiant intensity AI [watt/ sr] by integrating
I(A, AT) with A,~A,. Furthermore, if we use average trans-
missivity, optics transmissivity, and detector responsivity
within wavelength, then (1) is simplified as the following
equation:
AV,

A
pm:AIxTatme—gxroxPVFdexG. (2)

Given radiant intensity (AI) of target-background, the
total number of photons is calculated by dividing the radiant
intensity by energy per photon as in the following equation:

AT
he/A center

where h = 6.626 x 107** [Js] denotes Plank’s constant, ¢ = 3 x
10® [m/s] denotes the speed of light, and A e, = (A, +1,)/2
means center wavelength.

The responsivity and gain are determined by quantum
efficiency (1), electron charge (q[C]), integration time
(T; [s]), dark current (I3,y), and equivalent capacitance (C,,)
in the readout integrated circuit. If we use this information,
then (2) is rewritten as the following equation:

AE 3)

A
AVpnt = (AE X Ty X R_g XToXNgXq+ Idark>

X (4)
X PVEF x —.
eq

Since the dark current in a cooled thermal detector is
so small, it can be removed in the above. In addition, the
estimated PVF is reflected by Gaussian filtering in the image
domain. So, the final form for point source is simplified as the
following equation:

A
AV, = <AE><Tatm>< R—g XTOXr]QXq>>< CL (5)
eq
The atmospheric transmissivity is calculated using MOD-
erate resolution atmospheric TRANsmission (MODTRAN)
and Beer’s law [6] according to the target distance. In Beer’s
law, atmospheric transmittance is defined as T,,,, = %,
where 7 denotes attenuation coefficient (km™). If the target
distance (R) is larger than 20km then Beer’s law is used.
Otherwise, we use MODTRAN to estimate atmospheric
transmissivity.
Let us assume that a target of AI [watt/sr] is at distance
R [m]. If the projected target size is smaller than 1 pixel, then
we use (5) to calculate the difference voltage output. Digital
value of difference voltage is obtained as (6) by considering
the bit resolution (1 [bit]) in the A/D converter and voltage
dynamic range (AVynamic):

21’”

AD = ———
A‘/dynamic

AV (6)

2.2. Sources of Signature Variations. The radiation contrast
between the target and background can be used to target
detection. However, it is challenging problem due to the
dynamic behavior of the radiation contrast (AE) and atmo-
spheric transmissivity (T,). According to Jacobs’s analysis
[1], IR signature variations are generated by the target condi-
tions, environmental variations, and material properties. The
target conditions included exhaust grid/gases, crew compart-
ment heating/cooling, power generator, material properties,
camouflage, target location, and orientation. Because the
targets (HEAT) in APS are small (length: 1 m, diameter: 0.1 m)
and only incoming targets are considered, the variations
caused by the target conditions were not considered in
the present study. The environmental variations include the
induced weather (sun, clouds, rain, and snow), atmospheric
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FIGURE 3: Spatial filter and adaptive hysteresis threshold-based small infrared target detection system.

FIGURE 4: SCR estimation, target cell, guard cell, and background
cell are selected using the clustering information.

effects on transmission, and the geographical location. In
this study, IR variations caused by 24-hour weather in winter
and spring were considered. The material properties can
be another source of IR variations. Different materials in
different backgrounds exhibit different IR signatures. For
example, there are trees in remote mountains, concrete
buildings in urban areas, soil and grass in near fields, and
air/cloud in the sky. The material properties are related to
the radiation contrast between target and background. Envi-
ronmental weather conditions are related to the atmospheric
transmissivity.

3. Variation Analysis of
Infrared Target Signature

3.1. Basic Parameters of Small Target Detection. In the
infrared small target detection community, background
subtraction-based approaches are well established and
embedded in military systems. In 2011, Kim proposed a
modified mean subtraction filter (M-MSF) and a hysteresis
threshold-based target detection method [7]. As shown
in Figure 3, an input image (I(x, y)) is pre filtered using
Gaussian coeflicients (Gs,5(x, ¥)) to enhance the target
signal and reduce the level of thermal noise according to the
following equation:

Ip (%, ) = 1(x, y) * Gays (x, ). )

The signal-to-clutter ratio (SCR) is defined as (max
target signal — background intensity)/(standard deviation
of background). Simultaneously, the background image
(ug(x, y)) is estimated using a 11 x 11 moving average kernel
(MA | 14;(x, )) as the following equation:

pp (%) = 1(x, ) * MA 5, (%, y). (8)

The pre-filtered image is subtracted from the background
image, which produces a target-background contrast image
(Teontrast (%> ¥)), as expressed in (9). The modified mean
subtraction filter (M-MSF) can upgrade the conventional
mean subtraction filter (MSF) in terms of false detection:

Icontrast (x’ )’) = IT (x’ y) —Up (x’ y) . (9)

The last step of small target detection is how to determine
which pixels correspond to the target pixels. Kim proposed
an adaptive hysteresis thresholding method, as shown in
Figure 3. A contrast threshold (k,) is selected to be as low as
possible to locate the candidate target region. The 8-nearest
neighbor (8-NN) based clustering method is then used to
group the detected pixels. The SCR threshold (k,) is selected
properly to meet the detection probability and false alarm
rate, as expressed in (10). A probing region is declared as a
target if

I (x, y) = pg (x, y)
op(x, y)

where py and oy represent the average and standard devia-
tion of the background region, respectively. k, denotes the
user defined parameter used in the control detection rate
and false alarm rate. A probing region is divided into the
target cell, guard cell, and background cell, according to
the results of contrast thresholding and clustering, as shown
in Figure 4. Therefore, the key parameters of small target
detection are the SCR-related terms, such as the average
background intensity (y5), target intensity (Ir), and standard
deviation of the background (o). In the SCR computation,
the target-background contrast parameter (I} — yp) can be
derived from the key parameters, which should be analyzed
according to the IR variations.

SCR(x, y) =

> ks, (10)

3.2. Acquisition of Infrared Images

Measurement Devices. The objective of this study was to
evaluate the small target detection parameters (Iy, g, I —
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Ug>0p) over a 24-hour period for a range of backgrounds,
such as the remote mountain, building, near field, and
sky. As shown in Tablel, a LWIR camera, CCD camera,
DSLR camera, thermal target, and IR thermometer were
used to record the target and environmental information.
The FLIR Tau302 can record digital IR data with a 14-bit
resolution. The SONY NEX-VG20 can record visible data
with HD video resolution. The 5D Mark II was used to record
the overall experimental status. The BMH-30 is a thermal
target to simulate the plume of an antitank missile. The
normal temperature of the target is approximately 450°C.
The DT-8865 can measure the temperature of the targets and
backgrounds with the range of —50 to 1000°C.

Location and Meteorological Data. In APS, the incoming
antitank missiles should be detected at a distance of at
least 1km and then tracked for the following hard killing
process. Because the focus of this study was to analyze the
effects of the day/night changes on the SCR parameters for
different backgrounds, a small region was selected within
the campus, as shown in Figure 5. The distance between
sensors and a target is around 300 m. The sensing point
is selected carefully to include a variety of backgrounds,
such as remote mountains, buildings, near field, and sky.
During the recording, the meteorological measurement data
from Korea Meteorological Administration web site (KMA,
http://web.kma.go.kr) was also checked, as shown in Table 2
(winter) and Table3 (spring). The tables consist of the
recording time, overall weather, visibility, cloud, temperature,
and relative humidity. In winter, the overall weather was
clear with a temperature and humidity range of -3.0°C~4.8°C
and the humidity range of 14%~66%. In spring, the overall

weather was cloudy with a temperature and humidity range
of 5.6°C~15.4°C and the humidity range of 27%~75%.

Based on the measured weather, the atmospheric trans-
mittance can be simulated using the MODTRAN (MODerate
resolution atmospheric TRANsmission, http://modtran5.com/)
program designed to model the atmospheric propagation
of electromagnetic radiation for the 0.2 to 100 ym spectral
range. The simulation parameters were selected, as shown in
Figure 6(a). Figure 6(b) shows the corresponding transmit-
tance according to distance. The transmittance was evaluated
from 100 m to 1200 m at 100 m intervals because small targets
should be detected and tracked at 1200 m. The transmittance
at 1200 m was 0.76 and increases to 0.95 at 100 m. Note that
the transmittance was quite high, so the signal attenuation
could be negligible due to the atmosphere.

Examples of Acquired Images. The recording area was selected
to include sky, mountain, building, and field backgrounds, as
shown in Figure 7, where the locations of a target and cameras
are indicated. Over a 24-hour period, a pair of LWIR and
CCD images was recorded at 1-hour intervals. In LWIR, both
digital 14-bit data and contrast enhanced image were acquired
for variability analysis. Figures 8 and 9 give partial examples
of a 24-hour recording in winter and spring, respectively. The
scene temperatures are indicated in the LWIR images and the
recording times are displayed on the CCD images.

3.3. Variability Analysis of Infrared Images

Analysis Factors. The key parameters in small target detection
are the pre-filtered input image (I7), estimated background
image (up), standard deviation map (yg). The contrast data
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TABLE 1: Measurement sensors used during 24-hour recording.
Device Model Specification Comment
FLIR Tau320 Spectral band: 7.5-13.5 yum
\ FPA: 324 x 256
LWIR camera 1 Output: 14-bit digital IR measurement
/ NETD: <50 mK
g FOV: 18°x 14° (25 mm lens)
SONY NEX-VG20 Spectral band: visible
FPA:16.1 M Exmore APS-HD
CCD camera < CMOS Visible measurement
Output: 1920 x 1080, 60 p
FOV: 18-200 mm lens
5D Mark I Spectral band: visible Recordi
DSLR camera FPA: 211 M CMOS v 8
FOV: 24-70 mm F2.8L
BMH-30 T heat
ype: gas heater . . .
Thermal target Temperature: 450°C Slmulﬁigsi?:tltank
Diameter: 160 mm
DT-8865 ) Type: IR sensor (8-14 ym) .
) Range: ~50~1000°C Measuring
IR thermometer 1 . . target/environment
i Resolution: 0.1°C temperature
Response time < 150 ms p
TABLE 2: Measured meteorological data of the recording place (winter).
Time Weather Visibility (km) Cloud (1/10) Temperature ("C) Humidity (%)
2013.01.18.10 H Clear 1 0 =23 45
2013.01.18.11 H Clear 11 0 -0.6 31
2013.01.18.12 H Clear 15 0 1.5 25
2013.01.18.13 H Clear 15 0 2.8 18
2013.01.18.14 H Clear 18 0 3.9 15
2013.01.18.15H Clear 20 0 4.8 14
2013.01.18.16 H Clear 20 0 4.6 14
2013.01.18.17 H Clear 20 0 3.6 16
2013.01.18.18 H Clear 18 0 2.2 19
2013.01.18.19H Clear 20 0 1.4 22
2013.01.18.20 H Clear 20 0 0.6 26
2013.01.18.21 H Clear 20 0 0.3 27
2013.01.18.22 H Clear 20 0 -0.2 32
2013.01.18.23 H Clear 20 0 -1.2 47
2013.01.19.00 H Clear 20 0 -1.2 52
2013.01.19.01H Clear 20 0 -14 56
2013.01.19.02H Clear 20 0 -15 56
2013.01.19.03 H Clear 13 0 -2.1 60
2013.01.19.04 H Clear 13 0 =23 61
2013.01.19.05 H Clear 11 0 -2.5 63
2013.01.19.06 H Clear 11 0 -2.5 62
2013.01.19.07 H Cloudy 11 4 -2.9 65
2013.01.19.08 H Cloudy 15 7 -3.0 66
2013.01.19.09H Cloudy 18 8 -2.6 65
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TABLE 3: Measured meteorological data of the recording place (spring).
Time Weather Visibility (km) Cloud (1/10) Temperature ("C) Humidity (%)
2013.04.19.11H Cloudy 23 5 12.8 32
2013.04.19.12H Cloudy 23 3 14.9 29
2013.04.19.13H Cloudy 23 5 14.5 28
2013.04.19.14 H Clear 25 2 15.2 28
2013.04.19.15H Clear 25 2 15.4 27
2013.04.19.16 H Clear 25 2 14.8 28
2013.04.19.17H Clear 25 4 13.5 30
2013.04.19.18 H Cloudy 25 6 12.0 34
2013.04.19.19H Cloudy 23 6 10.3 39
2013.04.19.20 H Cloudy 23 6 9.5 41
2013.04.19.21H Cloudy 20 6 9.1 43
2013.04.19.22H Cloudy 20 7 8.8 44
2013.04.19.23 H Cloudy 20 7 8.8 44
2013.04.20.00 H Cloudy 20 7 8.8 44
2013.04.20.01H Cloudy 20 7 8.8 43
2013.04.20.02 H Cloudy 20 7 8.7 43
2013.04.20.03 H Cloudy 20 10 8.6 46
2013.04.20.04 H Cloudy 20 10 8.5 47
2013.04.20.05 H Cloudy 20 10 8.5 48
2013.04.20.06 H Cloudy 20 10 8.6 48
2013.04.20.07H Cloudy 20 10 85 50
2013.04.20.08 H Cloudy 20 10 7.5 60
2013.04.20.09 H Rainy 9 10 5.6 75
MODTRAN parameters Value 0%
Observation height (m) 100
09
Band (pym) 7.5-13.49
Atmosphere 1976 US standard %
— Z o085}
Extinction Rural-VIS-23 km Z
&
Type of atmospheric path Horizontal path
0.8
0
075 0 260 460 6(‘)0 860 10‘00 1200

(a)

Distance (m)

(b)

FIGURE 6: MODTRAN simulation of the recording environment: (a) selected MODTRAN parameters, (b) transmittance versus distance.

and SCR values can be derived based on these three key
parameters. Figure 10 shows the flow of the SCR computation
of a test image. The test image was obtained from 14-bit raw
data and the bright spot represents a gas heater (Figure 10(a)).
SNR enhanced image can be obtained by applying a matched

filter to the input image (Figure10(b)). The background
image can be estimated using a local mean filter witha 11 x
11 moving average kernel (Figure 10(c)). A contrast image
can be obtained by subtracting the estimated background
image from the pre-filtered input image (Figure 10(d)). A
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FIGURE 7: Recording area and locations of the target and cameras.

standard deviation map was estimated from the contrast
image (Figure 10(e)). The final SCR map was generated using
the contrast result and standard deviation map (Figure 10(e)).

The SCR-related parameters should be analyzed on
different backgrounds because antitank missiles can exist
anywhere. The backgrounds were classified as natural (sky,
remote mountain, near field) and artificial background (man-
made buildings). Figure 11 shows the corresponding regions
indicated by the rectangles. Because this study was interested
in the background variation effects on the SCR values, a fixed
target signal, such as 7317 obtained by averaging the target
intensities, was used. This assumption is reasonable because
the target distance is within 1km and the signal attenuation
is negligible. For each pixel position ((i, j)), the mean back-
ground intensity (yz(i, j)), standard deviation (oj(i, )), and
SCR value (SCR(i, j)) were calculated. A representative value
for each region was obtained by averaging the corresponding
values.

Variation Analysis Results. The effects of the recording time,
temperature, and humidity on the SCR parameters were ana-
lyzed. From the analysis, the optimal small target detection
time, temperature, and humidity conditions were obtained
for different backgrounds. In addition, the evaluated data
was used to control the detection thresholds to achieve a
predefined detection rate.

In the first inspection, the SCR parameter variations were
analyzed according to the recording time. In winter season,
the recording time started at 10 a.m. and ended at 9a.m. on
the next day with a 1-hour recording interval. Figure 12(a)
shows the average background intensity (uz) variations for
the four types of backgrounds over a 24-hour period. The
background intensities were relatively high during the day
and low during the night. Sky background showed very low
intensity and increased when a cloud appeared (09 H). Given

a fixed target intensity, the contrast data can be calculated
as shown in Figure 12(b). The contrast values showed the
lowest value at noon and fluctuated during the night. The
sky background showed the highest contrast all the time.
During the day (10 H-15H), the contrast magnitudes were
as follows: sky > mountain > building > near field. During
the night, the order of the changes was sky > near field
> mountain > building. The contrast of the building and
target decreased at night because humans use energy to
warm rooms. The variations in the clutter level can also be
checked using the standard deviation of the background, as
shown in Figure 12(c). According to the graph, the clutter
level increased during the day and decreased during the
night. The standard deviation of the sky background almost
showed the lowest values but increases when a cloud appeared
(03 H, 08 H). The near field showed strong clutter during the
day and evening. The building background showed almost
constant clutter during the entire day. The clutter level of the
mountain background showed a peak at noon and decreased.
The final SCR versus time curve can be obtained from the
above parameter variations, as shown in Figure 12(d). The
mountain and near field background showed increasing SCR
values according to the time and the building background
showed an almost constant SCR curve. The sky background
represents very high SCR values and decreased abruptly when
the cloud appeared (03 H, 08 H). As higher SCR values would
ensure a higher detection rate, the best operating time can be
predicted for each background from the curve.

In spring season, the recording conditions are the same
as the winter season except the starting time (we started at
11 a.m.). Figure 13(a) shows the average background intensity
(up) variations for the four types of backgrounds over a 23-
hour period. The background intensities were relatively high
during the day and low during the night except the sky
background. It showed very low intensity and increased when
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FIGURE 8: Partial examples of the acquired LWIR and CCD images over 24-hour period in Winter.

acloud appeared (after 21 h). Given a fixed target intensity, the
contrast data can be calculated as shown in Figure 13(b). The
contrast values showed the lowest value at 15 h and remained
constant during the night. The sky background showed the
highest contrast all the time as the winter case. During the
day (11 H-17 H), the contrast magnitudes were as follows: sky
> mountain > building > near field. During the night (18 H-
08 H), the order of the changes was sky > mountain > near
field > building. The contrast of the mountain and near field
shows quite similar values and patterns. The variations in the

clutter level can also be checked using the standard deviation
of the background, as shown in Figure 13(c). According to the
graph, the clutter level is high during the day and decreased
during the night. The order of clutter level during night
was building > mountain > near field > sky. The final SCR
versus time curve can be obtained from the above parameter
variations, as shown in Figure 13(d). The mountain, near
field, and building background showed increasing SCR values
according to the time and the sky background represents very
high SCR values and fluctuated abruptly according to the
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FIGURE 9: Partial examples of the acquired LWIR and CCD images over 24-hour period in spring.

level of cloud. Note that the SCR of building background was
almost constant in winter and increased in spring during 23
hours.

If we compare both data (winter, spring), we can find
interesting results as shown in Figure 14. Figures 14(a)
and 14(b) represent the temperature and humidity variations
according to time. The temperature increased during day and
decreased during night. Conversely, the humidity decreased
during day and increased during night. The temperature
of spring is higher than that of winter and the humidity
of spring fluctuates less than that of winter. Figures 14(c)-
14(f) compare SCR values between winter and spring for

the mountain region, building region, near field region, and
sky region, respectively. The SCR curves of the mountain
and near field show similar patterns in winter and spring
season. However, the SCR curves of the building region
show different characteristics: almost constant in winter and
increasing pattern in spring. The SCR curves of sky region
show quite random according to the level of cloud.

In addition, the SCR parameter variations were analyzed
according to the temperature. Because the temperatures
were recorded at each recording time, the SCR parameters
were reordered according to the temperature. As shown in
Figures 14(a) and 14(c)-14(f), SCR values of mountain and
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FIGURE 10: SCR computation flow: (a) registered raw input data (14 bits), (b) SNR enhanced input image, (c) background estimation result,
(d) contrast result, (e) standard deviation estimation, and (f) computed SCR map.

TABLE 4: Summary of the SCR variations according to the time, temperature, and humidity for various backgrounds.

Background Time (10 H-09 H) Temperature Humidity
Mountain Increase Decrease Increase
Near field Increase Decrease Increase
Sky High, fluctuating High, fluctuating High, fluctuating
Building (winter) Constant Constant Constant
Building (spring) Increase Decrease Increase

20130118.1620.txt: registered CEM data

100

150 200 250

FIGURE 11: Analysis regions indicated on the image.

near field increased slightly according to the temperature
decrease. Those of the sky background do not reveal such
phenomena because it is more affected by cloud. Those of
the sky background did not reveal such phenomena because
it is affected more by cloud. The SCR values of the building
background were relatively unaffected by temperature in

winter except spring. From above inspection, small targets

250 can be detected better when they are cold (night), particularly
in natural backgrounds, such as mountains and near fields.
200 In the last inspection, the SCR parameter variations
were analyzed according to the humidity. Because relative
150 humidity was recorded at each recording time, the SCR
parameters could be reordered according to the humidity
level. As shown in Figures 14 (b) and 14(c)-14(f), SCR values
100 of mountain and near field increased slightly according to
the humidity increase. Those of the sky background did
50 not reveal such phenomena because it is affected more by
cloud. The SCR values of the building background were
0 relatively unaffected by the humidity. Table 4 lists the overall

evaluations.

4. Small Target Detection Robust to
Target Signature Variations

Until now, we discussed the variability of infrared signature
in terms of target detection parameter (SCR). A successful
small target detection system should work regardless of
the signature variations. We can consider two kinds of
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results.

overcoming approaches such as knowledge-based adaptive
thresholding and robust detection filtering method.

4.1. Knowledge-Based Thresholding. SCR values change enor-
mously according to recording time, temperature, humidity,
season, background type, and so on. If we have a lot of
databases, we can make a knowledge-based target detection
system using (11) to handle the signature variation. An
adaptive threshold (Th) is determined by a function with
parameters of time (6,), temperature (6.), humidity (6,),
season (0,), and background type (0,,). In fact, such approach
is time consuming and impractical to realize the knowledge
database

SCR (x, ) > Th(6},6,,6,,6,,6,). (1)

4.2. Robust Target Detection Filter. Background subtraction-
based small target detection is sensitive to the IR signature
variation and generates a lot of false detections by back-
ground clutter. However, if we use robust target detection

filter, the problem can be mitigated. In the past decades, a
variety of approaches have been developed. Among them, the
temporal variance filter (TVF) of temporal profile has been
used successfully to detect point targets moving at subpixel
velocity [8, 9]. Slowly moving cloud clutter can be removed
by subtracting the connecting line of the stagnation points
(CLSP) [10]. Recently, the CLSP method is approximated
for real time processing [11]. In supersonic missile detection
with high frame rate camera, a detection algorithm should
be simple but powerful performance of detection rate and
localization accuracy to cover a wide range of target velocity
(subpixel to pixel velocity).

Because the TVF-based method detects targets based
on stripe patterns, it shows high detection performance.
However, it has limitations such as the ambiguity of target
position and subpixel velocity assumption as shown in
Figure 15(a). The ambiguity of target position can be solved
by the intersection of TVF and spatial filter, which leads to
low detection performance in background clutter as shown in
Figure 15(b). We solve these three problems by the hysteresis
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threshold-based detection after the temporal contrast filter
(TCF). The TCF can enhance the signatures of moving
target pixels and the hysteresis threshold-based detection can
localize targets accurately.

TCF-Based Supersonic Target Detection System. The proposed
small target detection system consists of TCF part and detec-
tion part, as shown in Figure 16. The filtering part conducts
the enhancement of target signature by applying the temporal
contrast. If I(i, j, k) denotes the intensity of (i, j) pixel at the
current kth frame, the TCF at (i, j, k) is defined as (12). We
assume that the buffer size is k and k — 1 frames are used
to estimate background intensity. The key part of the TCF is
the background signature estimation by the minimum filter
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to maximize the signal-to-noise ratio. Because the contrast
is produced by the difference of the current intensity and
previous intensity of a pixel, we can remove the ambiguity of
target location. The rest of the detection system consists of a
hysteresis thresholding method. The first threshold is selected
to be as low as possible in order to find the candidate target
region. Then the 8-nearest neighbor (8-NN) based clustering
method is utilized to group the detected pixels. So, we can
divide a considering region into a target region and a back-
ground region. The adaptive threshold detection is conducted
by using (13) where T, denotes the maximal TCF in a
target region and y, 0 represent the average and standard
deviation of the background region, respectively. If the signal-
to-clutter ratio (SCRy,;,) is larger than a predefined threshold
t, the current considering region is declared as a detected
target. Figure 17 summarizes the overall detection flow. Note
that a moving target is enhanced by the proposed TCF and
detected by the hysteresis threshold

TCF(i,j,k) =1(ij,k) = min I(ijn), (12)

n=1,2,....k—
T —
SCRyemmp = Lmax 7 H3G (13)
0BG
5. Experimental Results

We use the TVF as a baseline filtering method [8]. Targets
are detected using the same hysteresis thresholding method.
In addition, we compare the TCF with the modified TVF
(modTVF) which uses both TVF and spatial filter (mean
subtraction filter) to localize targets. We prepared two syn-
thetic image sequences and two real target sequences (F-15,
Metis-M) with frame rate of 120 Hz. The synthetic sequences
are generated using the physics-based method [12]. A test
target of Mach 3 is inserted in real ground clutter image with
incoming path (Set 1) and passing-by path (Set 2). The first
real sequence consists of four F-15s with dynamic motion
in strong cloud clutter (Set 3). The second real sequence
contains a real antitank missile (Metis-M) incoming near the
IR camera (Set 4, Cedip, LWIR, 120 Hz). We evaluated the
proposed method in terms of target detection performance
as well as filtering performance. The filtering performance
can be measured by the improvement of SCR (ISCR) that
is defined as SCRout/SCRin. As shown in Figure 18, the
proposed method outperforms the other in terms of ISCR for
the test Set 4. Table 5 summarizes the statistical performance
comparisons of the proposed TCE, TVE, and modTVF in
terms of detection rate and false alarm rate. We use the same
temporal threshold (t = 7) and buffer size (k = 5) for fare
comparisons. According to the results, the proposed temporal
filter produces a much higher number of correct detections
and lower localization errors than those of other methods.
Figure 19 shows small moving target detection results of clut-
tered images where the small rectangles represent detection.
As indicated by the arrows, the TVF showed inaccurate target
localizations due to the stripe patterns and the modTVF often
missed true targets in clutter such as cloud edge and ground.
Note the superior detection performance of the TCF-based
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modTVF

FIGURE 19: Performance comparison examples of small target detection methods for the four kinds of test sets. Circles represent ground truth

and rectangles represent detected results.

TABLE 5: Statistical performance comparisons of small infrared target detection methods (DR: detection rate, FAR: number of false alarms

per frame, PE: position error).

Method Performance measure Set 1: syn. incoming Set 2: syn. passing by Set 3: real F-15 Multi Set 4: real metis-M
DR (%) 100 (100/100) 100 (11/11) 98.78 (3,161/3,200) 99.13 (114/115)
TCF FAR (number/frame) 0 (0/100) 0 (0/11) 0.0025 (2/811) 0.4 (46/115)
PE (pixel) 0.13 0.12 0.15 0.116
DR (%) 97 (97/100) 100 (11/11) 92.19 (2,950/3,200) 89.57 (103/115)
TVF FAR (number/frame) 0.6 (60/100) 4 (44/11) 0 (0/811) 0.16 (18/115)
PE (pixel) 5.61 0.28 4.85 4.33
DR (%) 100 (100/100) 100 (11/11) 91.09 (2,915/3,200) 36.52 (42/115)
modTVF  FAR (number/frame) 0.69 (69/100) 0 (0/11) 0.011 (9/811) 1.91 (220/115)
PE (pixel) 0.15 0.14 0.17 0.17
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method. The supplementary material on the web shows the
demo sequences of target detection in Set3.

6. Conclusions

An analysis of the effects of environment in IR-based small
target detection is very important. In this study, the 24-
hour IR data was recorded in winter and spring, and the
IR variations were analyzed in terms of the small target
detection parameters particularly the signal-to-clutter ratio
(SCR), which is the first trial in this area. SCR variations
were analyzed with regard to the recording time, temper-
ature, and humidity. According to the analysis, the natural
backgrounds, such as mountains and near field, behave
similarly. The SCR values increased during the recording
time (10H-09H) in these regions. In addition, the SCR
values decreased with increasing temperature and humidity.
The SCR values of the sky background were quite high and
did not show a specific pattern but were affected strongly
by cloud. The SCR values of the man-made background,
such as buildings, were almost constant regardless of the
recording time, temperature, and humidity except spring.
Overall, the best conditions can be determined for optimal
small target detection or for predicting the small target detec-
tion performance under different weather conditions and
backgrounds.

In terms of optimal target detection, IR signature varia-
tions should be considered to obtain desirable target detec-
tion rate and false alarm rate. If the background-related SCR
variations are used, the small target detection system can
be upgraded by controlling the detection thresholds adap-
tively depending on the background and weather conditions.
However, such approach is impractical because it requires
huge number of IR databases according to environmental
parameters. On the other hand, we can overcome the IR
variation by proposing a robust method. This paper proposed
a new simple but powerful supersonic small target detection
method by the novel temporal contrast filter. As validated
by a set of experiments, it can effectively find and localize
true targets with the velocity from subpixel to pixel per
frame for various clutter images including cloud and ground
clutter. Due to the simplicity of the algorithm with powerful
detection capability, the proposed method can be used for
real-time military applications for staring infrared cameras.
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An efficient and computationally linear algorithm is derived for total least squares solution of adaptive filtering problem, when
both input and output signals are contaminated by noise. The proposed total least mean squares (TLMS) algorithm is designed by
recursively computing an optimal solution of adaptive TLS problem by minimizing instantaneous value of weighted cost function.
Convergence analysis of the algorithm is given to show the global convergence of the proposed algorithm, provided that the
stepsize parameter is appropriately chosen. The TLMS algorithm is computationally simpler than the other TLS algorithms and
demonstrates a better performance as compared with the least mean square (LMS) and normalized least mean square (NLMS)
algorithms. It provides minimum mean square deviation by exhibiting better convergence in misalignment for unknown system

identification under noisy inputs.

1. Introduction

Ordinary least squares methods are extensively used in
many signal processing applications to extract the system
parameters from input/output data [1, 2]. These methods
yield an unbiased solution of adaptive least squares problem
having no interference in both inputs and outputs or having
interference only in the outputs of the unknown system and
clean inputs. However, if interference exists in both input and
output of the unknown system or adaptive filtering problem,
the ordinary least squares solution gets biased [3].

Total least squares (TLS) method [4] is an efficient
technique to achieve an unbiased estimate of the system
parameters when both input and output are contaminated by
noise. Golub and Van Loan [5] provided an analytical proce-
dure to get an unbiased solution of the TLS problem using
singular value decomposition (SVD) of data matrices. This
technique is extensively used in data processing and control
applications [4, 6, 7]. However, application of TLS methods in
signal processing is still limited because computation of SVD
requires a high complexity of O(N?) for an N x N matrix.

TLS solutions of adaptive filtering problem gained impor-
tance after the pioneer work done by Pisarenko [8]. He

presented an efficient solution of adaptive TLS problem
by adaptively computing the eigenvector corresponding
to smallest eigenvalue of augmented input/output signal’s
autocorrelation matrix. Since then, several algorithms have
been proposed based on the adaptive implementations of
Pisarenko. The adaptive TLS algorithms proposed in [9-11]
are able to achieve an unbiased TLS solution of adaptive
filtering problem with a complexity of O(IN). However they
are sensitive to the correlation properties of input signals and
have a drawback of bad performance under correlated inputs.

In this paper, an iterative algorithm is presented to find
an optimal TLS solution of adaptive FIR filtering prob-
lem. A stochastic technique similar to that of least mean
squares (LMS) algorithm of adaptive least squares filtering
is employed to develop a total least mean squares (TLMS)
algorithm for adaptive total least squares problem. Instead
of basing the approach on the minimum mean squares error
as the LMS algorithm does, the proposed (TLMS) algorithm
is based on the total mean squares, obtained by minimizing
the weighted cost function for the TLS solution of adaptive
filtering problem. The proposed algorithm has maintained
the O(N) complexity of adaptive TLS algorithms with an
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additional quality of having steady state convergence under
correlated inputs. Convergence analysis is presented to show
the global convergence of the proposed algorithm under all
kinds of inputs provided the stepsize parameter is suitably
chosen.

This paper is outlined as follows: we start with a math-
ematical formulation of adaptive least squares problem in
Section 2 and derivation of the TLMS algorithm is given in
Section 3, including its convergence analysis in Section 3.1.
After that efficiency of the proposed algorithm is tested in
Section 4 by applying it for an unknown system identifica-
tion problem and comparing the results with conventional
LMS and normalized LMS (NLMS) algorithms. Concluding
remarks are given in Section 5.

2. Mathematical Formulation of Adaptive
Total Least Squares Problem

Consider an unknown system to be identified by adaptive FIR
filter of length N and response vector w,,, at time n, with an
assumption that both input and output are corrupted by an
additive white Gaussian noise (AWGN). The noise free input
vector a, € #" is formed from the input signals u(n), such
that

=um),un-1),...,u(n-N+1D" e 2", Q)

The desired output of the unknown system is then given by

5(n) =s(n)+ As(n), 2)

where s(n) = erlan is system’s output and As(n) an added
white Gaussian noise of zero mean and variance o7 .

The primary assumption of an adaptive least squares
(ALS) problem is that perturbations occur in the output
signals only and that the input signals are exactly known. This
assumption is not practical enough, because perturbations
due to sampling or modeling or measurement errors affect
the input signals too. A sensible choice to overcome such
situations is to introduce perturbations in input signals in
addition to perturbations of output signals. A schematic
diagram of an adaptive filter with perturbed input is depicted
in Figure 1.

If Aa, = [Au(n), Au(n —1),...,Au(n - N + DT e &N,
denote the perturbations in input vector a,,, where Au(n) is an
additive white Gaussian noise (uncorrelated from the output
noise) of zero mean and variance o;,,, then noisy input vector
is

a, =a,+Aa, (3)

It is clear from Figure 1 that for every input signal #i(n)
u(n) + Au(n), the filter produces an estimated output y(n)
w4, which is compared with 5(1) to produce a least squares
error signal e(n) = y(n) — 5(n). Define the autocorrelation
matrix Ry of noisy input vector a, as Ry = E{a,a'} and
the cross-correlation vector of output signal with a, as p; =
E{s(n)a,}.

At this stage the least squares solution, obtained by
minimizing the cost function | = E{e*(n)}, gives a poor
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FIGURE 1: An unknown system identification model for adaptive
filtering of noisy input signals.

estimation of the solution of adaptive filtering problem
because of the presence of noise in filter input. Casting
adaptive filtering problem as total least squares problem can,
however, restructure the poor estimation of solution under
noisy input [10, 11]. The following definition is made to adopt
a more general signal model for ATLS-based filtering.

Definition 1 (augmented data vector). Define an (N + 1) x 1
augmented data vector Z,, as

Z, = [ a, s(n)] <5(n)) (4)

An alternate form of e(n), in terms of augmented data
vector of Definition 1, is obtained as follows:

e(n)=yn -sn) = w a, -5(n)
(5)
- -1 (s) -
where W, = [wz — 1]7 denote the (N + 1) x 1 extended

parameter vector.

The TLS solution of adaptive filtering problem is an eigen-
vector associated with the smallest eigenvalue of extended
autocorrelation matrix R,,:

R; p;

— T a, a,
Rn =E {ann} = <p:1j 0_3( )> > (6)

3, Ysn

= E{s(n)s(n)}.

Instead of minimizing the mean square error E{e*(n)},
adaptive total least squares problem is concerned with mini-
mizing the total mean square error E {;72 (n)} and cost function
JW,) = E{e*(n)}, where the total error n(n) is given by

2
where 0%, »

om0 _ Wh LW,
™ \/w W, \/w,{wn \/W,{wn' @

The TLS cost function T(W,,) is then defined in terms of
total error as
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FIGURE 2: An unknown system identification model for adaptive
filtering of correlated noisy signals.

The adaptive total least squares problem is a minimization
problem of the form [10, 11]:
T ~
min J = min # 9)
w,e RN w,ezNt W, W,

Note that an optimal solution w,,,, of the TLS problem (9)
is an eigenvector corresponding to the smallest eigenvalue of
R,. In practice SVD technique is used to solve TLS problems
since it offers lower sensitivity to the computational errors;
however, it is computationally expensive [5]. An alternate
choice to estimate eigenvector corresponding to smallest
eigenvalue is to use an adaptive algorithm [1, 2].

3. Derivation of Total LMS Algorithm for
Adaptive Filtering Problem

In adaptive least squares problem, conventional LMS algo-
rithm is a steepest descent method which uses an instanta-
neous cost function J = e*(n) for computation of gradient
vector [1]. Using a similar implementation in TLS problem,
the total LMS (TLMS) algorithm is obtained by having an
instantaneous estimate of the cost function (8) as J = 112(n).
The recursive update equation of TLMS algorithm is then
given as

Wil =

W, —uVg T, (10)

where y is the stepsize parameter or convergence parameter.
Note that

Vi T = (n(n) )
T~
— 2’1 (7’1) wn le
Wi \ \WIW, (11)
2nn) |_. = _ w,
- WTW n Z; W:Z T
n n wnwn
2
19 15, - ww, - wE, W)

3
TABLE 1: LMS-total (TLMS) algorithm for adaptive filtering.
Algorithm X[+ +/-
Initialization
w,=0
Wa = [WZ - 1]T
Update
forn=0,1,2,.
7,=a: s(n)]
e(n) =w,z, N+1 N
norm,, = W, W, N+1 N
. 2ue (n)
nel = Wy nirmz { (n)-w, —normsq-zn} 3N+7 2N+2
1:N
Wil = _M N
(N +1)
Total 6N+9 4N +2

Using e(n) = Z. W, = W. %, and |W,| = \|WIW,, then above
equation becomes

- ||~ I —— w7, e’ W} (12
Substituting (12) in (10), the updated equation of TLMS
algorithm becomes

Ze (n) - 2e(n)-p

A e -w,- Wz} @3

Once W,,,, is computed using (13), the TLS solution update

Ww,,,, is obtained by the following formula:
W, (1:N)
=T 14
Wl T TG N+ ) (14)

The detailed TLMS algorithm is summarized in Table 1.
A complexity measure of the algorithms shows that it is a
computationally linear algorithm, requiring a total of 6N +
9 multiplications/divisions per iteration. This computational
simplicity of adaptive TLMS algorithm makes it a better
choice than computationally expensive SVD based TLS algo-
rithm, which requires 6N° computations per iteration [5].

3.1. Convergence Analysis. In (13), inner product with Z,
yields,

~T ~ _ [~
wn+lzn - (wn +

" || nu )
) 2e(n) - -
e(n) { le (n)|? o\ “ Iz, ” }
%
= e+ 22X B o~ 2}
%]
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FIGURE 3: Learning curves of total misalignment of TLMS algorithm.

Since e(n) = WZ’in, Cauchy-Schwarz inequality [12] gives

e P < [, P Iz (6)
that is,
2
e(n) _
| < Izl
1%, or,
. (17)

) < |z,

In ) - Iz <o.
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Number of samples
— u=05 —— u=0.125
— u=025 —— 4 =00625
(d) pas power of 2,and & = 0.9
Letd, = ||in||2 - |17(11)|2 > 0 then (15) becomes:
2e(n) - u
T =
Wor1Zy = e(n) + — 2 {_6n}
¥
(18)
2ud,
= -——=ren)
[
- 2ud, | _r.
w7, = on %, (19)
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FIGURE 4: Comparison of TLMS, LMS, and NLMS algorithms.

Sincez, # 0,

2u8
W,,H:{l— ”"}Wn (20)

%"

which shows that {W,} is a geometric progression. It would
converge to an optimal solution if

2ud
l —”é‘ |r2 <1 (1)
n
or
u 1
0< ——= <. (22)
(A

This shows that the proposed algorithm is a variable stepsize
algorithm, with i = u/||W,||*. An appropriate way to choose
is to initialize the algorithm such that [[w,, — w,,| is less than
2[[Wopll [13]. According to this result for w, = 0, [W,|| = 1 and

fi = u, while 8, = |Z,|* - 5(n) > 0.

4. Application of TLMS Algorithm in
System Identification

To examine the performance of proposed TLMS algorithm,
an unknown system identification model, shown in Figure 2,
is used.
A white Gaussian input signal of variance o = 1 is passed
through a coloring filter with frequency response [1]:
1 - a2

. (23)

Hz) = 1-az

where |a| < 1, ais a correlation parameter and controls the
eigenvalue spread of input signals. « = 0 corresponds to the

case when eigenvalue spread of input signals is close to 1, and
eigenvalue spread increases with an increase in the value of a.

A white Gaussian noise of SNR = 30 dB is added in the
input signal u(n) to get noisy signal #(n), and an output signal
5(n) is obtained by corrupting the output signal s(n) with an
additive white Gaussian noise of SNR 30 dB. Proposed TLMS
algorithm is compared with LMS and NLMS algorithms of [1]
to get an FIR vector for a filter of length N = 10. Least squares
misalignment [|w,, — W, || is compared with the total least

squares misalignment [|w,, — wo[l/ \/W,T,Wn, and simulations
results are recorded for 2000 iterations with an ensemble
average of 1000 independent runs.

4.1. Convergence Behavior Corresponding to Stepsize Param-
eter y. Although TLMS algorithm converges for all values
of u, satisfying (22), but steady state convergence TLMS
algorithm is observed when stepsize parameter y is a power
of 2. In Figures 3(b)-3(d), four learning curves of total
misalignment of TLMS algorithm are shown, corresponding
to u = 0.5,0.25,0.125, and 0.0625, and it is observed that
robustness increases uniformly with an increase in the value
of p. On the other hand if ¢t is chosen randomly, then a change
in the convergence behavior is random, though Figure 3(a)
shows that algorithm still converges.

4.2. Convergence Behavior Corresponding to Correlation
Parameter «. To check effect of changes in correlation
parameter « on the steady state convergence behavior
of TLMS algorithm, different simulations are presented
in Figure 3, each showing four learning curves of total
misalignment of TLMS algorithm corresponding to y =
0.5,0.25,0.125, and 0.0625. In the first two simulations
« = 0.3 in Figures 3(a) and 3(b), it is 0.6 in Figure 3(c),
and 0.9 in Figure 3(d). It is clear from the results of all
these simulation curves that increase in correlation of data
signals has not affected the steady state performance of the
algorithm. Although the convergence speed seems to slow
down, but all the curves converge to optimal solution.

4.3. Comparison. Figure 4 shows the comparison of mis-
alignment of three algorithms, that is, LMS, NLMS, and
TLMS algorithms. The first two compute a least squares
solution of adaptive total least squares problem, while the
third one computes TLS solution of adaptive total least
squares problem. Taking & = 0.3, stepsize parameter for LMS
algorithm is chosen as 0.015, for NLMS algorithm as 0.3, and
for TLMS algorithm, it is 0.25. The results in this simulation
show that the convergence of TLMS algorithm increases with
an increase in the iteration, and it presents a better solution
of adaptive TLS problem.

5. Conclusion

In this paper, an efficient TLMS algorithm is presented for
the total least squares solution of adaptive filtering problem.
The proposed algorithm is derived by using cost function of



weighted instantaneous error signals and an efficient compu-
tation of misalignment in terms of mean squares deviation.
TLMS algorithm has better ability to tackle with perturba-
tions of both input and output signals, because it is chiefly
derived for the purpose. Since in real life problems, both
input and output signals are contaminated by noise, therefore
TLMS algorithm has great applicability. Convergence analysis
shows that the proposed algorithm has global convergence,
provided that the stepsize parameter is chosen appropriately.
Furthermore, it is computationally simple and requires only
O(N) complexity, while other algorithms for TLS problems
either require higher complexity or are sensitive to correlation
properties of data signals.
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This paper describes a method for subcortical identification and labeling of 3D medical MRI images. Indeed, the ability to identify
similarities between the most characteristic subcortical structures such as sulci and gyri is helpful for human brain mapping studies
in general and medical diagnosis in particular. However, these structures vary greatly from one individual to another because
they have different geometric properties. For this purpose, we have developed an efficient tool that allows a user to start with
brain imaging, to segment the border gray/white matter, to simplify the obtained cortex surface, and to describe this shape locally
in order to identify homogeneous features. In this paper, a segmentation procedure using geometric curvature properties that
provide an efficient discrimination for local shape is implemented on the brain cortical surface. Experimental results demonstrate

the effectiveness and the validity of our approach.

1. Introduction

L1 Problem Statement. In a medical context, cortical sur-
faces analysis has motivated many researchers in anatomy,
visualization, image registration, and pattern recognition [1-
5]. The interest in this analysis comes in part from the
variability of the convoluted shape of the cerebral cortex
which is considered as the key of human intelligence and
one of the most important factors regarding the comparison
of brain anatomy and function [3]. However, the cortical
surface has a complex structure comprised of folds “gyri”
and fissures “sulci” (Figure1). The accurate identification
and labeling of these structures is helpful in human brain
mapping studies, yet very challenging. Sulcal and gyral
features are often considered as anatomical landmarks for
automatically parcellating the cortex into features of interest
that are functionally distinct. They also vary greatly from one
individual to another because they have different geometric
properties. So, we can consider them as a useful benchmark
for comparison in the case of morphometric study [5]. For
all these reasons, an accurate analysis of the cortical surface
is very helpful for specialists in order to clarify the evolution
differences between humans and animals, to study nervous
disorders, and to preserve the main functions of a patient
during brain surgery.

The labeling of cortical surface would be a significant aid
in the study of the cortex anatomy. Indeed, the neurosurgeon
would need to locate the regions of interest versus cortical
folds (sulci and gyri) of the patient. However, this operation
is not easy due to the complexity of anatomical shapes and the
interpatient variability. Therefore, the extraction and labeling
of cortical surface automatically and objectively become of
great importance. It should be noted that this segmentation
addresses various problems such as 3D visualization, topo-
logical analysis of the surface, brain mapping, and the analysis
and the interpretation of brain activity. In addition, we think
that automatic extraction can improve the computational
time, the quality, and the reproducibility of this process.

1.2. Related Work. In this context, several studies have been
developed to quantify cortical morphometric dissimilarities
and then to facilitate the labeling of the human cortex.
Unfortunately, some of them require manual intervention
which penalizes the reproducibility of this task. Proposed
approaches in the literature are divided into two main
categories. The first one is based on spatial normalization.
In this case, a coordinate system (i.e., 3D Talairach grid) is
used to make a comparison between the patient brain and
the reference (template) one. Template brain serves to give
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Gyri

Sulci

FIGURE 1: Illustration of sulcal and gyral patterns.

precise information on the point location. For example,
Jaume et al. [6] proposed an algorithm to match an atlas
labeled mesh to the patient brain mesh in a multiresolution
way. Then, they transfer the labels from the matched mesh to
label the patient mesh without manual intervention. Labeling
the patient brain surface provides a map of the brain folds
where the neurosurgeon can easily track the features of
interest. The second category is based on the extraction of
relevant anatomical regions (i.e., sulci, subcortical nuclei,
gyri) in order to make comparison with shape descriptors
or any other kind of descriptor. The manual delineation
of these features requires a tedious process because of the
large inter- and intraindividual variability [7]. So, the devel-
opment of automatic segmentation tools based on specific
and reproducible features is highly recommended [8-10].
The main features used for segmenting the cortical surface
are based on geometric properties such as curvature [11-14],
geodesic depth [15-17], medial axis [18], and so forth. For
example, curvature-based approaches make the first-order
approximation that sulci are concave and gyri are convex, and
geodesic depth-based approaches use ad hoc techniques to
distinguish these two complex structures. Kao et al. [17] apply
depth thresholding to extract sulcal regions. They compute
a geometric depth measure for each point on the cortical
surface, and they extract sulcal regions by checking the
connectivity above a depth threshold. Finally, they delineate
the fundus by thinning each connected region keeping the
endpoints fixed.

Other segmentation methods use other techniques such
as watersheds of curvature function [19, 20]. Nevertheless, the
watershed method shows often sensitivity to the choice of the
depth threshold parameter and to noise, so, the division of the
surface into regions cannot give accurate information about
the differences between local regions. Moreover, deformable
models [21] are applied to discriminate sulci and gyri.
However, parameters describing the elasticity of the model
affect the definition of some areas such as sulcal ones. The
proposed approach in [14] is intended to describe a surface
by dividing it into homogeneous regions according to the
discrete mean and Gaussian curvature estimates. The surfaces
are obtained from three-dimensional imaging datasets by
isosurface extraction after data presmoothing. A hierarchical
multiresolution representation of the isosurface is then gen-
erated. Finally, segmentation is performed at various levels
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of detail to detect the main features of the surface. This low-
resolution description is used to determine constraints for the
segmentation at the higher resolutions. Methods of extracting
the cortical surfaces from MRI brain volumes have facilitated
studies on inter- and intraindividual variability of sulcal and
gyral patterns. In a clinical routine, these patterns are often
delineated by a manual labeling process. This process is
extremely tedious, time consuming, and probably leads to
measurement errors.

1.3. Motivations and Contributions. According to the liter-
ature reviewed, we noted that the local curvature provides
an effective shape measure and could be applied to discrete
surface analysis. Moreover, measures related to the curvatures
are used in several works to segment subcortical features. For
example, the average principal curvatures (mean curvature)
can describe the local folding of the surface. The gyri
correspond to large values of the mean curvature and are
detected via thresholding. Moreover, the Gaussian curvature
is an intrinsic measure typically used to classify the surfaces in
different primitive forms. Now, if we proceed by segmenting
the cortex at high resolution, it would be difficult to interpret
and compare the results because fine structures like gyri and
sulci are very complex. To resolve this problem, we have to
keep only main folds while eliminating the details. So, it is
important to create a low-resolution representation of the
initial mesh. This need is due also to rendering speed reasons
and to allow fast transmission of 3D models in network-based
applications.

This work takes place in this growing area and it proposes
an efficient method and tool to segment and describe locally
the subcortical structures. Unlike our previous work [22], the
proposed work herein is more relevant and complete. Indeed,
we treat in this paper the problem of local segmentation of
human cerebral cortex. Our main purpose is to analyze finely
obtained discrete surfaces after a segmentation operation
of MRI volume. So, we propose here a fully automatic
method for parcellating the cerebral cortex into gyri and sulci
features of interest. It is based mainly on discrete differential
geometry operators, which are the key to distinguish the two
patterns, and on multiresolution representation to simplify
and accelerate processing time.

The rest of this paper is organized as follows. The
suggested method is presented in the next section. The
experimental results are given in Section 3. Finally, Section 4
concludes the paper.

2. Methods and Materials

2.1. Method Outline. The proposed method is based mainly
on two essential steps: the first one is intended to simplify
the initial mesh and the second one to classify the surface as
containing homogeneous attributes by using invariant local
descriptors based on local geometric curvature. Because the
cortex is composed of a large set of folds, it is important
to detect only the main folds and not all small ones on the
cortical surface. Progressive mesh simplification solves this
problem. Indeed, the segmentation in high resolution could
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fail to properly distinguish between the major folds and it
could lead to misinterpretation. Mesh simplification, whose
role is to keep only the main folds while removing small
details must be made with caution. Indeed, if we are interested
in both sulcal and gyral patterns, it is better to simplify

3
(1) 3D MRI volume segmentation.
(2) Gray matter/white matter interface extraction.
(3) Topology preserving mesh decimation.
(4) Local cerebral cortex analysis based on local curvature estimation.
ALGORITHM 1
where
+1, if F..,<0
sign ( F = ’ region ’ 3
8 ( bmmdar") {—1, otherwise. G)
Fegion controls the evolution of the model and segments the

the entire cortical surface in a uniform manner to preserve
the topology of these structures. If we are interested in a
particular structure such as sulci, it is interesting in this case
to simplify the surface more while preserving the topology
of the sulci. So, simplification may be done without topology
preservation in some subarea and with topology preservation
in other ones. We introduce here the main steps performed by
our method to have a rapid and eflicient characterization of
cortical surfaces (see Figure 3 and Algorithm 1).

2.2. Discrete Cortical Surface Detection. To study the human
cortex folding patterns, we may either use the interface
between gray matter (GM) and white matter (WM) as the
cortical surface representation is reliable [13]. In recent years,
there has been a considerable effort in developing methods
for this purpose. A range of methods including classification-
based, region-based, contour-based, and knowledge-based
approaches have been proposed for MR brain image segmen-
tation. Manual editing is highly accurate and has been one
of the most employed techniques, but tedious and laborious,
because boundaries are usually traced by hand. Automating
this process is a challenging problem.

2.21. Gray Matter/White Matter Interface Extraction.
Recently, we have proposed an efficient fully automatic
method for brain MRI volume segmentation [23]. The
approach performs the segmentation using a succession of
operations involving a registration step from known data,
a classification step, and a segmentation step based on the
level-set technique. The role of the registration and the
classification is to accurately initialize the active model and
to control its evolution. Recently, we have proposed a new
formulation [24] for the evolution of the variational model
which is expressed as

oy
E = [“rFregion (I) + “beoundary (I)] |V1//| . (1)
Fyoundary causes the evolving of the front to be more strongly
attracted to image edges and is given by

c+k

—_ 2
1+ |VI| @

Fboundary (I) = Sigl’l (Fboundary)

cancer region based on the following equation:

I-(mp—ep), ifI < my,
(mp+er) -1,

Fregion (I) = { (4)

otherwise,

where € is a constant parameter and m is the mean value
of the bone cancer region. This value is calculated on the
estimated region after the classification step. e controls the
brightness of the region to be segmented and defines a
range of greyscale values that could be considered inside the
expected region of interest. More technical details could be
found in [23, 24].

2.2.2. Decimation and Topology Preserving. Representing the
surface as explicit geometry is efficient when used with the
conventional computer graphics approaches for shading and
viewing. Further, it greatly reduces the necessary data storage
and provides a data structure that can be measured. In our
case, a triangulated surface mesh was generated from the
segmented white/gray matter using a standard isosurface
“Marching Cubes” algorithm [25]. It has the advantage of
providing an accurate three-dimensional polygonal represen-
tation that can be used for other image processing tasks.
Nevertheless, the marching cubes output usually contains
multiple small “useless” meshes which are physically discon-
nected from each other. Moreover, it produces more than
the necessary number of polygons needed to represent an
object accurately. The result contains an enormous number of
extremely small triangles that prevent an interactive render-
ing of models. A high resolution mesh generated from volume
data is generally very hard to work with. In order to reduce
aliasing artifacts on images, we are led to apply the algorithm
proposed in [26]. On the other hand, we suggest simplifying
the created mesh in order to accelerate the overall mesh
analyzing process. In fact, a low resolution mesh is an efficient
way to convey fine surface details while maintaining a simple
underlying geometry. To achieve mesh simplification, we use
VTK’s Quadric Decimation [27, 28], an algorithm to reduce
the large number of triangles in the mesh. In Hoppe’s scheme,
the topology preserving operations (EdgeCollapse and Edge-
Split) are sufficient to transform the full resolution mesh into
a simpler base mesh. This optimization procedure is able to
provide a good approximation to the original mesh, preserves
its geometry, and conserves its overall appearance (material



identifiers, color values, normals, and texture coordinates).
The algorithm is based on repeated edge collapses until the
requested mesh reduction is achieved. Edges are placed in
a priority queue based on a quadric error metric to delete
the edge. So, an optimal collapse point can be computed. The
process is repeated until the desired reduction level is reached
or until topological constraints prevent further reduction.

2.3. Local Cerebral Analysis. Different approaches can be
used to study fine details of the cortical surface folding pat-
terns. For example, depth maxima have been used to detect
a concept similar to sulcal roots in [15]. On the other hand,
a surface’s behavior can be described by dividing the surface
into distinct regions of elliptic and hyperbolic behaviors. The
regions of elliptic behavior can be classified into convex and
concave regions by considering the direction of the surface
normal. Curvature is one of the most useful criteria for
intrinsic structure description of a given surface. For example,
Gaussian and mean curvatures may be used to classify the
surface into meaningful structures such as valleys or ridges.
Through these structures, it is possible to discriminate the
surface into connected elliptical or hyperbolic regions. In
this study, we suggest segmenting the discrete surface into
homogeneous small regions according to different criteria
which are based mainly on the local principal curvatures.
We compute Gaussian and mean curvatures, and later we
use them to classify the vertices into different categories. To
estimate the curvature information of each vertex we have
applied the approximations proposed by Meyer et al. [29].
We recall here the expression of the mean Kj; and the
Gaussian K curvature operators:

1 1
Ky(x)==|— (cotoc,-j + cot/3,-j) (x,» - xj)
2 ZAMieN(i) 5)
2I0 - Zg-; 0,
Kg(x) = ——,

Ay

where «;; and f3;; are the two angles opposite to the edge
in the two triangles sharing the edge (x;,x;) as depicted
in Figure2. ©; is the angle of the jth face at the vertex
x; and f f denotes the number of faces around this vertex.
The maximum principal curvature k,, and the minimum
principal curvatures k;,, which are related to the Gaussian
and the mean curvatures, are also calculated at the vertex x;

kmax (xi) = KH (x,‘) + VA (xi),
kmin (xi) =Ky (Xl-) -\A (Xi), (6)

A(x;) = max (K7, (x;) ~ KG (x;),0).

By this mean, each vertex should belong to a gyral or sulcal
compartment based on:

(i) Its mean and Gaussian curvature values [14],
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FIGURE 2: One-ring neighbors and angles opposite to an edge.

>
n kmin =0

FIGURE 3: Sign of the principal curvatures relative to the surface
behavior.

(ii) A function of the principal curvatures, k,,, and k,;,,,
so-called Shape Index (SI) [30] which is independent
of translation, rotation, and scaling. This measure is
given by

+k

2 k <
S = -2 t max min |
- arctan <—k 7 > (7)

max _ “min

The value of the Shape Index varies in [-1, 1] where negative
values represent concave surface, whereas positive values
correspond to convex one. The segmentation process consists
of classifying vertices according to Table 1 by encoding each
surface type with a particular color. Indeed, elliptic regions
on the surface must be separated from hyperbolic regions.
Taking into account these criteria guarantees an efficient way
to classify all vertices of the discrete surface into gyral or
sulcal features.

3. Experimental Results

We have performed a series of experiments on brain MR
images. Resulting labels are depicted in Figure 4. This figure
shows the partitioning of the cortical mesh into ellipti-
cal convex regions (cyan), elliptical concave regions (red),
hyperbolic convex regions (green), and hyperbolic concave
regions (blue). These segmentations are presented also in a
multiresolution setting (Figure 6).

To validate the proposed method, we limited ourselves
to a qualitative assessment of results. Unfortunately, we were
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(a) (®)

FIGURE 4: An example of local cortical surface segmentation. The blue color is associated with sulcal regions, red with minimum values of
sulcal regions, green with gyral regions, and cyan with maximum values of gyral regions.

) Initial mesh b) Simplified mesh with 50%
) Zoom on initial mesh ) Zoom on simplified mesh

FIGURE 5: Cortex surface segmentation for two different resolutions: initial mesh and simplified mesh with 50%. This figure shows the
possibility of identifying the sulcal and gyral structures even after a strong simplification.
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(a) 100% initial mesh

(b) Simplification of 30%

¢) Simplification of 60%

(d) Simplification of 70%

(e) Simplification of 80%

(f) Simplification of 90%

FIGURE 6: Local segmentation of cortical surface for different resolutions.

TaBLE 1: Possible combinations of surface types according to
different descriptors.

Sign (Ky;) - - + +
Sign (K;) + - - +
Shape Index (SI) [3/8,1] [1/8,3/8] [-3/8,-1/8] [-5/8,-1]
Region type Elliptic Hyperbolic Hyperbolic  Elliptic
Region color Green Cyan Blue Red

not able to compare our results with other works because
of the lack of published papers with a complete quantitative
result on the same images. We recall that we are mainly
interested in investigating the ability of the method to identify
the required structures in different resolutions. We present in
this section some obtained results. Figure 5 shows two results
for the segmentation (classification) of the same cortex:
the first result (Figure 5(a)) is associated with the initial
mesh and the second one (Figure 5(b)) with the simplified
mesh (with 50%). We find that sulcal and gyral regions are
well-preserved and still identifiable even after a significant
reduction in the initial mesh. This result justifies our choice
for an intermediate step of mesh simplification.

Figure 6 shows a hierarchy of the segmented cortex into
gyral and sulcal structures. From this result, we see that the
topology of large structures is conserved even after several
simplifications of the initial mesh. It is noteworthy that this
observation has been made also in [27]. It was also noted
that gyral regions were better preserved than sulcal regions.
Indeed, sulcal regions are thinner than gyral ones; thus, a
simplifying operation will alter the topology of these small
structures. From this result, we note also that the analysis
(classification of the cortical surface) of low resolution has
the advantage of clearly identifying the structures of interest
with elliptic and hyperbolic forms. It should be noted at this
point that the analysis of a higher resolution (more complex
resolution) could be easily deduced from the other coarser
resolutions. This reconstruction can be performed using basic
inverse operators on the current mesh. Thereby, we obtain
significant gain in computing time when we performed our
algorithm on simplified meshes instead of initial complex
ones.

The obvious difficulty in analyzing the obtained results
is that there is no clear definition of what is correct? In
some papers, authors rely on neurology experts to locate
such sulci and gyri structures in the brain. Otherwise, the
results can be interpreted based on the following idea: gyrus
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is located in the upper zone of the cortex (that is to say, the
upper folds) and sulcus is placed in the basins of the cortex.
Consequently, it will be easy to distinguish between elliptical
and hyperbolic shapes. The obtained results show that it is
possible to detect main features on low resolution (only 30%
of the original data), whereas, if we want to do the same
thing on higher resolution (100%), we cannot interpret clearly
these results nor recognize the local shape of the region of
interest. In fact, the classification may include small irrelevant
details, which have no effect on the overall shape. On the
other hand, this process is considered time-consuming since
discrete surfaces are so dense. Current tests were performed
on data extracted from the ICBM (International Consortium
for Brain Mapping Data Base). In the future, quantitative
validations will be carried out to guarantee the performance
of the method. We suggest also to study other datasets
showing a notable morphological variability.

4. Conclusion

The 3D medical image analysis, especially the cortical surface
analysis problem, is both an important and difficult task.
Its applications are numerous such as in neurology. The
goal of this work was to develop a method for local shape
segmentation based on surface curvature and multiresolution
scheme. Local curvature measures properties provide an
effective shape measure and could be effectively applied to
discrete surface analysis. Moreover, the multiresolution way
provides the neurologist with a map of the patient brain
in a short time. Overall, our method shows qualitatively
interesting results. Although the experimental results are
satisfying, there are some future works to do. As a perspective
for further work, we plan to address other issues including
(1) the integration of other geometrical criteria to improve
the surface characterization, (2) the consideration of the
connection between all vertices having same criteria values,
(3) the conduction of quantitative evaluations to demonstrate
the robustness of the algorithm and (4) the comparison of
our results with other methods that could benefit for further
research. So, further investigations are required to extend
the algorithm to a large range of meshes showing notable
morphological variability.
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On the basis of an acoustic biometric system that captures 16 acoustic images of a person for 4 frequencies and 4 positions, a study
was carried out to improve the performance of the system. On a first stage, an analysis to determine which images provide more
information to the system was carried out showing that a set of 12 images allows the system to obtain results that are equivalent to
using all of the 16 images. Finally, optimization techniques were used to obtain the set of weights associated with each acoustic image
that maximizes the performance of the biometric system. These results improve significantly the performance of the preliminary
system, while reducing the time of acquisition and computational burden, since the number of acoustic images was reduced.

1. Introduction

Biometric identification [1-3] is a subject of active research,
where new algorithms and sensors are being developed. The
most widely used identification systems are based on finger-
prints, hand geometry, retina, face, voice, vein, signature, and
so forth. The fusion of information from multiple biometric
systems is also improving the performance of identification
and verification systems [4].

Radar-based systems require expensive hardware and
can be unreliable due to the very low reflection intensity
from humans. Acoustic imaging provides a simple and cheap
sensor alternative that allows obtaining very precise range
and angular information. Particularly, in the acoustic field,
there are two accurate and reliable classification systems for
targets:

(i) animal echolocation, performed by mammals such
as bats, whales, and dolphins, where nature has
developed specific waveforms for each type of task

[5, 6] such as the classification of different types of
flowers [7];

(ii) acoustic signatures used in passive sonar systems [8,
9], which analyse the signal received by a target in the
time-frequency domain.

There are few papers working on acoustic imaging in
air for the detection of human beings. Moebus et al. [10, 11]
worked with the ultrasonic band (50 kHz) using a 2D array
and beamforming in reception. They analysed solid objects
(poles and a cuboid on a pedestal) in their first work and
human images more recently. They showed that humans
have a distinct acoustic signature and proposed to model the
echoes from the reflection parts of objects in the scene by
a Gaussian mixture-model. Based on the parameters of this
model, a detector could be designed to discriminate between
person and nonperson objects.

In previous works, the authors of this paper developed
multisensor surveillance and tracking systems based on
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FIGURE 1: Functional description block diagram.

acoustic arrays and image sensors [12, 13]. In November, 2011,
authors were working on the development of a novel biomet-
ric system, based on acoustic images acquired with electronic
scanning arrays [14, 15]. Humans were acoustically scanned
by an active system working from 6 to 12kHz (audioband)
that registered their acoustic images. Thus, the system could
identify people by comparing the acquired acoustic images
with a previously acquired database of said images. This
system used beamforming with a linear microphone array
and a linear tweeter array in transmission and reception,
respectively [16]. This paper was the first one related to
acoustic imaging in air for biometric identification of humans
in the literature.

That previous work was based on 4 positions and 4 fre-
quencies, and it evaluated the mean square error (MSE)
between the acoustic images, assuming that all these images
had the same weight in the error calculation and that all the
images provided relevant information.

This new work has examined the contribution that each of
the images associated with a position and a frequency has in
the performance of the biometric system and has optimized
the weights associated with the selected images.

On a first phase, the contribution of the acoustic images
was analysed, assuming that their weights on the MSE were
unitary or null, and working with a variable set of images
from only 1 image to up to 16 images. After that, on a
second phase, a weight optimization was done on the set of
selected acoustic images, so that each image contributed to
the calculation of the MSE proportionally to the information
provided to the biometric identification between individuals.

In this paper, Section 2 describes the system including
its functional description, its hardware architecture, the
acoustic array, and the acoustic profiles. Section 3 describes
the results previously published, which, implicitly, use unitary
weights for all the images. This section also analyses the
contribution of each image either individually or grouped
with other images and the system performance by optimizing
the weights for the selected images. Finally, Section 4 presents
our conclusions.

2. Material and Methods

2.1. Functional Description. Based on basic radar/sonar prin-
ciples [17, 18], an acoustic sound detection and ranging sys-
tem for biometric identification was proposed [16], according
to the block diagram in Figure 1.

This system performed three main tasks: (i) person
scanning and detection, (ii) acoustic images acquisition, and
(iii) person identification based on a database of acoustic
images.

For each steering angle, the system performed: (i) trans-
mission beamforming, (ii) reception beamforming, and (iii)
match filtering. After processing all the steering angles, a
two-dimensional matrix was formed and stored that this
represented the acoustic image.

The application software developed had four operation
modes:

(i) Channel calibration. A calibration procedure to
ensure that all channels had the same phase and gain
[19].

(ii) Surveillance. The system detected and estimated the
position of the targets in the chamber, visualizing an
acoustic image.

(iil) Image acquisition. The system captured the acoustic
image of a person for a predefined set of frequencies
and positions.

(iv) Biometric identification. For the person under analy-
sis, the system got the acoustic images and compared
them with a set of acoustic images of X individuals,
previously stored in a database.

2.2. Hardware Architecture. The biometric system had four
elements:

(i) a computer with a real-time acquisition system for 16
channels, based on 1.5 M gate FPGA Xilinx Spartan-3
DSP and two Omnibus I/O Daughter Card sites;

(ii) a preamplifier and amplifier system;
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FIGURE 2: Transmitter and receiver arrays.

(iii) a transmitter (Tx) uniform linear array (ULA) with
15 tweeters and a receiver (Rx) ULA with 15 micro-
phones, as it is shown in Figure 2;

(iv) an acoustic anechoic chamber with a 5 x 3 X 2.5m
working area which was designed for a 500 Hz cutoft
frequency.

Figure 3 shows a block diagram of the system and the
interconnection between its elements.

2.3. Acoustic Array

2.3.1. Spatial Aperture Selection. Two ULAs with 15 A/2-
equispaced sensors were employed. These arrays had different
spatial apertures in order to reduce sidelobe levels on the final
beampattern (Tx + Rx).

A transmission array with a 50 cm spatial aperture and
a reception array with a 40 cm spatial aperture were used.
On the transmission array, the tweeters were placed so as to
occupy the minimum space.

2.3.2. Frequency Band Selection. On the basis of the angular
resolution (3-dB beamwidth of the mainlobe), the absence
of grating lobes, the frequency response of the microphone-
tweeter pair, and the frequency response of a person, four
different frequencies that guarantee the independence of the
obtained images were selected [16]: 6 kHz (f,), 8 kHz (f,),
10kHz (f3;), and 12kHz (f,), where the frequency gap was
the maximum in order to obtain independent images.

The maximum steering angle was determined by the size
of the person, his/her distance from the array, and the nonap-
pearance of grating lobes. Based on these considerations, the
following parameters were selected:

(i) the positioning area was located 3 m from the array;

(ii) the maximum width of a person with outstretched
arms was 2 m.

Therefore, for the scanning and positioning area, the
selected angle excursion was +15°, as shown in Figure 4.

2.3.3. Angle Resolution Cells and Number of Beams. Given a
ULA, Au is defined as the 3-dB beamwidth of the mainlobe
in the sin(0) space, where Au = sin A9, having A0 the 3-dB
beamwidth of the mainlobe in degrees. Beamwidth in sin(0)
space does not depend on the steering angle and, therefore,

3
TABLE 1: Number of beams versus frequency.
F (Hz) AO (degrees) Au M,
6000 4.20° 0.0732 7
8000 3.20° 0.0558 9
10000 2.56 0.0447 11
12000 212° 0.0370 13

assuming that beams are 3-dB overlapped, the number of
beams necessary to cover the exploration zone will be [20]:

Mzmund<%>,

1
AL )
where 0,,,,, = 15° is the angular excursion.

The number of beams for each frequency, My, is shown
in Table 1.

2.4. Acoustic Profiles. Following the previous design consid-
erations, the system retrieved the acoustic image associated
with a rectangle of 2m x 2.5 m (width x depth) dimensions,
where the person under analysis had to be located 3m away
from the line array, as described in Figure 4.

A 2ms pulse width and a sampling frequency f, =
32 kHz were used. This value was a trade-off between range
resolution and received energy. The acoustic images were
collected from 2.0 m to 4.5m, in the range coordinate, and
from —15" to 15°, in the azimuth coordinate, using M steering
angles.

The selected positions for the person under analysis were
front view with arms folded on both sides (p,), front view
with arms outstretched (p,), back view (p;), and side view
(p4)- Figure 5 shows the four positions using a test subject.

The acoustic profile, P, associated with person 7, included
the 16 acoustic images obtained for the positions (p;, p,, ps»
and p,), evaluated at the frequencies (f;, f,, f5, and f,).

Figure 6 shows the acoustic images for (i) the front view
position (p;) where the head and trunk of the subject can
be clearly identified, (ii) the front view position with arms
outstretched (p,) where the head and arms of the subject can
be clearly identified, (iii) the back view position (p;) where
the back of the head can be identified, and (iv) the side view
position (p,) where the closest shoulder and side of the head
can be identified.

3. Results and Discussion

3.1 Previous Study: Biometric Identification via
Mean Square Error

3.1.1. Metric Based on Mean Square Error (MSE). The identi-
fication implemented by the acoustic biometric system was
based on the mean square error (MSE) between acoustic
images from two different profiles [21].

First, a function E£ [i, j] was defined as the mean square
error between an acoustic image I;(r, s) from profile P, and an
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FIGURE 4: Scanning and positioning area.

acoustic image I;(r, s) from profile P;, for a specific frequency
f and position p:

s
E£ [i, j] = ZZ(L(?’,S)—I]- (r,s))z, i,j=1---NP,

r=1s=1

2)

where I(r,s) is a R x S matrix and NP is the number of
acoustic profiles stored in the database.

Then, the multifrequency error function E,[i, j] was
defined as the sum of the errors at each frequency for a
specific position p:

Byl j] = Eg[i ] + B3 [ ] N

10kHz . . 12kHz 1. .
+E, i ]+ E; [ ]

Finally, the global error function E[i, j] was defined as the
sum of the multifrequency errors at each position p:

Eli, jl = Ep, [i- jl+ Ep, [i, j] + By, [, j] + B, [ 7] (4)

If P, was an unknown profile to be identified, the
algorithm associated the profile, Py, to the person “4” in the
database whose profile P, had the minimum E[k, i] value. The
normalized global error was defined as the distance or metric

used by the acoustic biometric system.

3.1.2. False Match Rate (FMR), False Nonmatch Rate (FNMR)
and Receiver Operating Characteristic (ROC) Curve. Based
on the methodology to characterize a biometric system [22]
and assuming that there were no errors in the acquisition,
FNMR and FMR parameters were calculated.

False match rate (FMR) is the probability of the system
matching incorrectly the input acoustic profile to a non-
matching template in the database. It measures the percent of
invalid inputs which are incorrectly accepted. Thus, FMR was
obtained by matching acoustic profiles of different people.

The global error E[i, j] was calculated for all these
cases. And then the FMR parameter was calculated as the
percentage of matching whose error value was equal or less
than distance d:

E[i,j] <4, (5)

where distance d is the set of possible values of the global
error.

False nonmatch rate (FNMR) is the probability of the
system not matching the input acoustic profile to a matching
template in the database. It measures the percent of valid
inputs which are incorrectly rejected. Hence, FNMR was
obtained by matching acoustic profiles of the same people.

Again, the normalized global error was calculated for all
these cases. Then the FNMR parameter was calculated as
the percentage of matching whose error value was greater or
equal than distance d:

Eli,j] =d. (6)

A receiver operating characteristic (ROC) curve, is a
graphical plot which illustrates the performance of a classifier
system as its discrimination threshold, distance d in this case,
is varied. This ROC curve is a visual characterization of the
trade-off between the FNMR and the FMR obtained. It was
created by plotting the FMR values versus the FNMR values,
at various threshold/distance settings.

3.1.3. Test Scenario. 'This acoustic biometric system, based on
an electronic scanning array using sound detection and rang-
ing techniques, was analysed in order to find the feasibility of
employing acoustic images of a person as a biometric feature.

In this previous study [16], 10 people (5 men and 5 women
with different morphological features, as shown in Table 2)
were scanned in the four selected positions with a narrow
acoustic beam, employing four pulsed tone signals, with the
selected frequencies.

To evaluate this system, acoustic profiles were captured 10
times for each of the 10 people under test during 10 days. In
the analysis, all people wore an overall, as common reference
clothing, in order to eliminate clothing as a distinctive factor.

Figure 7 shows the FMR and the FNMR functions versus
the normalized distance d obtained in the analysis.
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(d)

FIGURE 5: Person positions.

It can be observed that the value of the equal error
rate (EER)—the crossing point between FMR and FNMR
functions—was 6.22%, for a distance d = 0.35 m.

The corresponding ROC curve is shown in Figure 8.

The FNMR, FEMR, and ROC curves obtained were com-
parable to those of commercial biometric systems, confirm-
ing the feasibility of using acoustic images in biometric
systems.

3.2. Contribution of the Images to the Acoustic Profile. The
global error E[i, j] used in Section 3.1.1 can be reformulated
as the sum of the errors due to each acoustic image associated
with a frequency and a position:

4
Y ELij]. )

=1 p=1

4

Efi,j] =
f

Generalizing this expression, the weighted global error

E,[i, jl, where the contribution associated with each image

is weighted by a value wg , can be defined according to the

following expression:
4 4
B, lijl= ) Y whEy [i.j], (8)
f=1p=1
where the weights are defined between 0 and 1:
0<wl <1. ©)

For the case where all the images contribute to a unitary
weight, the global error coincides with the weighted global
error:

Efi,j] = E,[i,j], w]=1VpVf. (10)
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FIGURE 6: Acoustic images. x-axis: angle (degrees); y-axis: range (m).

An analysis to determine if all the images contribute
equally in determining the ROC curve of the biometric
system was performed. The hypothesis was that there will
be images (associated with a position and a frequency)
that provide more information than others. The goal was
twofold: on the one hand, to detect the most relevant frequen-
cies/positions and, on the other hand, to reduce the complex-
ity of the system by eliminating those frequencies/positions
that provided less information.

At this point, the information that an image provided had
to be evaluated not only individually but also collectively to
establish which images provided supplementary information.
The ultimate goal was to obtain the set of images that allowed
us to minimize the EER value associated with the system,
taking the corresponding value using the global error as
a reference and where all images contributed to unitary
weights.

To evaluate the different hypotheses, a weight wg =1—to
select an image—and a weight u)I{ = 0—not to select it—were
defined.

The following studies were carried out:

(i) system analysis using a single image;

(ii) system analysis using all the images associated with a
position;

(iii) system analysis using all the images associated with a
frequency;

(iv) system analysis discarding all the images associated
with a position;

(v) system analysis discarding all the images associated
with a frequency;

(vi) System analysis discarding any N images.
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100 : FMR ar}d FNMR, 16' images TABLE 2: Morphological features.
90 \\‘ _ Properties
%0 | ‘\\ | ID Gender Constitution Height
00 Male Very strong Tall
or 1 01 Male Strong Average
60 | 1 02 Male Strong Average
< 50t J 03 Male Thin Tall
- w0l | 04 Male Normal Tall
05 Female Thin Tall
0T i 06 Female Strong Small
20 | ] 07 Female Thin Average
10+ ] 08 Female Strong Average
0 ) ) 09 Female Normal Small
0 0.2 0.8 1
d TaBLE 3: Equal error rate using 1 image.
— FMR
—~ FNMR EER-1image
. . Frequency h P2 ps P
F1GURE 7: Functions FMR and FNMR versus distance d. (front) (front + arms) (back) (side)
fi (6kHz)  30.38 16.97 31.81 23.93
f, (8kHz)  33.44 16.61 28.67 27.09
0 Receiver olperating ch;?racteristic f, 10kHz)  35.66 20.96 33.33 26.28
7 f, (12kHz)  34.60 16.00 33.89 26.44

FNMR

20 30 40 50
FMR

— ROC
.~ EER

F1Gure 8: ROC.

3.2.1. Individual Images. In this case, the individual informa-
tion—corresponding to a frequency f; and a position p,—
that each acoustic image provided to the biometric system
was analysed, assuming that the rest of the images were not
present. In order to achieve this objective, a unitary weight
was assigned to the image that corresponds to the selected
position and frequency, while the rest of the images had null
weights.

The result was equivalent to a biometric system consisting
only of an acoustic image. Calculating the EER value of the
system for each of the images, the following results were
obtained, as shown in Table 3.

It can be checked that the obtained values for each
case were very different, resulting in a minimum value of
EER = 16.61, for p, position (front with arms outstretched)
evaluated at frequency f, (8 kHz) and a maximum value of
the EER = 35.66, for p, position (front) evaluated at frequency
f5 (10 kHz). The ratio between EER maximum and minimum
values was 2.14.

These results also highlighted that the images associated
with position p, (front with arms outstretched) were the ones
that provide the most information and, on the other hand,
images associated with position p, (front) and p; (back) were
those which provide the least information, since they were the
columns that had higher EER values.

It became clear that each type of images provided different
information and, therefore, it was not reasonable to assign all
images the same contribution/weight to the error function.

It was also verified that the EER value for a single acoustic
image was far superior to the value obtained when the 16
images were combined with unit weights (EER = 6.22). This
indicated that a single image was not enough to constitute a
biometric system based on acoustic signatures and that the
combination of various frequencies/positions was essential to
improve the system performance.

However, when minimizing the complexity of the system,
the number of positions and frequencies was a relevant
parameter. So, it was of great interest to determine whether
the information associated with a position or a frequency
provided more or less information than the remaining posi-
tions/frequencies. Therefore, the following two sections show
the analysis of the performance of the system when using all
the images associated with a frequency or a position.



TABLE 4: Equal error rate using 4 images associated with a position.

EER-4 images

2! 2 P P4
(front)  (front + arms) (back) (side)
fi+fot fi+ f 25.80 9.52 2425 16.52

TABLE 5: Equal error rate using 4 images associated with a frequency.

EER-4 images

fi f g fs
(6 kHz) (8kHz)  (10kHz) (12kHz)
Pt Pt pstpy 13.78 15.44 17.56 14.16

3.2.2. Images Associated with a Position. In this case, the
joint information of the 4 images associated with a specific
position, assuming that the rest of the images were not
present, was analysed. This was achieved by assigning a
unitary weight to those images corresponding to position p;
and a null weight to the rest of the images.

The result was equivalent to a biometric system consisting
only of 4 acoustic images. Calculating the EER value of the
system for each of the positions, the following results were
obtained, as shown in Table 4.

This gave a minimum value of the EER = 9.52 for position
p, (front with arms outstretched) and a maximum value of
EER = 25.80 for position p; (front). The ratio between EER
maximum and minimum values was 2.71.

It was evident that the use of 4 images associated with
different frequencies improved substantially the EER values
of the individual case. However, it was surprising that the EER
value using a single image at position p, (the one associated
with frequency f, = 8kHz) was lower than some values
obtained using 4 images (associated with positions p, or p;).

Clearly, there were significant differences in the informa-
tion associated with the different spatial positions.

3.2.3. Images Associated with a Frequency. In this case, the
joint information of the 4 images associated with a specific
frequency, assuming that the rest of the images were not
present, was discussed. For this case, a unitary weight was
assigned to the images corresponding to the frequency f; and
a null weight to the rest of the images.

The result was equivalent to a biometric system formed
only by 4 acoustic images. Calculating the EER of the
system for each of the frequencies, the following results were
obtained, as shown in Table 5.

A minimum value of the EER = 13.78 for frequency
f1 (6kHz) and a maximum value of the EER = 1756 for
frequency f; (10 kHz) were obtained. The ratio between EER
maximum and minimum values was 1.27.

These results showed that using 4 images associated with
different positions substantially improved the EER values
of the individual case. In this case, the value of EER using
a single image for the position p, (16.61) presented a value
that was equivalent to the EER value using 4 images (13.78
-17.56).
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Clearly, there were no significant differences in the
information associated with the different frequencies.
An EER = 9.52 using 4 frequencies for the position p, (front
with arms outstretched) was obtained, clearly better than the
EER =13.78 using 4 positions for the frequency f; (6 kHz).

The EER values obtained with 4 images were superior
to the EER values obtained using all the 16 images, so it
was necessary to extend the information by increasing the
number of images.

In the next two sections, 12 images were used, discarding
the images that correspond to a particular position or
frequency.

3.2.4. Images Discarding a Position. This case analysed the
information from 12 images associated with three of the
four positions, assuming that the rest of the images were
not present. A null weight was assigned to the images
corresponding to the position discarded, p;, and a unitary
weight to the rest of the images.

The result was equivalent to a biometric system consisting
only of 12 acoustic images. Calculating the EER of the system
for each of the cases, the following results were obtained, as
shown in Table 6.

A minimum value of the EER = 5.79, excluding position
p; (front), and a maximum value of the EER = 12.55, exclud-
ing position p, (front with arms outstretched), were obtained.
Clearly, there were significant differences associated with the
discarded positions (EER maximum and minimum ratio =
2.16).

The first conclusion was that better results can be obtained
with 12 images (EER = 5.79) than with 16 images (EER =
6.22). Therefore, there were images associated with positions
that clearly provided information that degraded the biometric
system, rather than providing information to improve it.

In view of the previous results, position p, (front) was not
significant in the presence of the information obtained from
positions p,, p;, and p,. It seemed evident that the system
could remove the images associated with position p, in order
to reduce its complexity.

As a second conclusion, in relation to the results obtained
using 4 images associated with a position, except for the com-
bination that excludes p,, working with 12 images improved
the performance of the biometric system. Note that the above
combination did not use position p,, which was shown to
be the one that contributed to the most information to the
system.

3.2.5. Images Discarding a Frequency. This case analysed the
information from 12 images associated with three of the
four frequencies, assuming that the rest of the images were
not present. A null weight was assigned to the images
corresponding to the frequency discarded, f;, and a unitary
weight to the rest of the images.

The result was equivalent to a biometric system formed
only by 12 acoustic images. Calculating the EER of the sys-
tem for each of the frequencies, the following results were
obtained, as shown in Table 7.

A minimum value of the EER = 7.34, excluding frequency
f1 (6kHz), and a maximum value of the EER = 8.68,



The Scientific World Journal 9
TaBLE 6: Equal error rate using 12 images, discarding a position.
EER-12 images
Prt Pst Py Pt pstpy Prt Pyt Py PrtPtPs
fi+fot fyt fa 5.79 12.55 7.94 8.19
TaBLE 7: Equal error rate using 12 images, discarding a frequency.
EER-12 images
Ltfitf h+fi+h h+h+f h+h+fs
DLt Pyt Pyt Dy 8.07 7.34 8.68 7.70

" Best EER versus number of images removed

12 +

10 +

EER

0 2 4 6 8 10 12 14 16
Number of images removed

FIGURE 9: Equal error rate versus number of removed images.

excluding frequency f; (10 kHz) were obtained. Clearly the
differences associated with the discarded frequencies were of
little significance (EER maximum and minimum ratio = 1.18).

In this case, with 12 images (EER = 7.34), the system
did not work better than with 16 images (EER = 6.22).
Therefore, the use of multiple frequencies upgraded the
biometric features of the system.

3.2.6. Discarding N Images. In view of the results, it was
interesting to analyse the behaviour of the system when N
images were discarded, where N was any number between
1 and 14. In preliminary studies, 15 images, 12 images, and 4
images were discarded but always grouped by frequency or
by position.

In principle, discarding images means a reduction of
information, which should be reflected as an increase in
EER. However, in the previous section, it was shown that
discarding 4 images associated with a position provided the
best results. If this process of elimination of any frequency
and position was generalized, lower EER values could be
obtained.

This study was carried out to obtain the results shown in
Figure 9.

The EER value had a minimum for the case N = 5, where
the two combinations with lower EER were selected. For these

two cases the images included/discarded are presented in
Tables 8 and 9.

Given these results, and since the difference in the value
of EER was small, the case with a value of EER = 5.19
was the selected candidate. This case allowed the complete
elimination of all the images of position p, and, therefore,
simplified the capturing of images of the person from 4
positions to 3. This represented a 25% reduction in acquisition
time and in storage space.

By analysing the case N = 4 the EER function had a
minimum value of 5.29. The two combinations with the
smallest EER values were selected. Their results are shown in
Tables 10 and 11.

Note that if combination number 4, which eliminated
position p;, was selected, a value of EER = 5.79, higher than
the selected for N = 5, could be obtained. On the other hand,
removing ps- f, image improved the quality of the system,
since both for N = 4 and for N = 5 the candidates with lower
EER values did not include this image.

In conclusion, combination number 2 was selected with a
value of EER = 5.19.

3.3. Weight Optimization. If, instead of quantifying the
weights with unitary or null values, the value of the weights
was optimized to minimize the weighted global error E, [, j],
a value of EER lower than the results of the previous section
could be obtained.

The goal was to obtain the weights that minimized the
weighted global error, defined by

4 4
g =2 XupBp ]l

Solving this optimization problem was complex because
it was a multivariate optimization problem whose com-
putational burden grew exponentially with the number of
variables or weights.

The analysis of the total number of possible combinations
required a very high computational cost in the order of C'®,
where C was the number of different discretized weight val-
ues, making the problem directly unfeasible. Considering the
results of Section 4, the number of weights to be optimized
could be reduced from 16 to 11, decreasing the computational
burden, although the process time was still too high.

A preliminary analysis of the error function indicated that
it was a nonconcave space with multiple local minima, so

min(E,,
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TABLE 8: Equal error rate with 5 images removed (combination number 1).
EER =5.14
2 ) ps P4
h  f fs fa fi f s fa Si f fs fa fi f s fa
1 0 0 0 0 1 1 1 1 1 1 0 1 1 1 1
TABLE 9: Equal error rate with 5 images removed (combination number 2).
EER =5.19
2 ) ps Pa
fi f> /s fa fi 1> 5 fa h f fs fa fi B 1 fa
0 0 0 0 1 1 1 1 1 1 1 0 1 1 1 1
TaBLE 10: Equal error rate with 4 images removed (combination number 3).
EER =5.29
3 y2) b3 2
ho fs fi fi f fs fa Si f fs fa fi f fs fa
0 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1
TaBLE 11: Equal error rate with 4 images removed (combination number 4).
EER =5.79
2 )2 b3 2
fi f fs fa hi f 1 f4 h f> fs f4 fi f 5 fa
0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1

those algorithms based on the technique of the gradient could
not be used. In practice, an optimization algorithm based
on Powell’s method [23] was used. This algorithm was based
on directional searches and recursion and it significantly
reduced the computational burden.

Firstly, the 11 weights associated with the images that
were selected in the previous section were optimized. After
that, the optimization with 16 images was performed in order
to verify whether the exclusion of images had reduced the
system performance.

3.3.1. Optimization with 11 Images. The obtained results
yielded a value of EER = 4.17. The optimal vector of weights is
shown in Table 12.

Then, in order to validate whether the deleted informa-
tion contained in the 5 discarded images could improve the
biometric performance of the system, an optimization was
carried out for the 16 images.

3.3.2. Optimization with 16 Images. The obtained results
yielded a value of EER = 4.00. The optimal vector of weights
is shown in Table 13.

Note that the weights associated with position p; were
much lower than the weights for the other positions. This
validates the hypothesis that the data associated with this
position provided very little information to the biometric
system.

Since the EER value obtained with 16 images was lower
than the EER value achieved with 11 images, the next step was

to analyse whether increasing the number of images could
improve the performance of the system.

3.3.3. Optimization with 12 Images. In this case, multiple
combinations were tested, obtaining a value of EER = 4.0 for
the case that discarded all the images of position p,, as shown
in Table 14.

It is not necessary to analyse the results of a larger number
of images, since in this case with N = 12 images, the obtained
EER value was equivalent to the case of N = 16. Therefore,
discarded images did not provide meaningful information to
the biometric system.

Optimal vectors for N = 12 and N = 16 were quite
different. However, in both cases, the net information was the
same, due to the fact that the value of the obtained EER was
equivalent. Using 16 images, the information was redundant
and therefore the information could be distributed among
multiple images. But, using 12 images the information could
only be obtained from the 12 selected images.

In any case, it should be noted that there were multiple
combinations of weights which lead to the same value of
EER for a fixed number of images. This fact showed that the
function has multiple minima, as it was a very complex error
surface.

Figure 10 shows the ROC functions for the case of N = 12
with optimized weights compared to the case N = 12 with
unitary weights.

It is observed that the optimization process had signifi-
cantly improved the performance of the biometric system.
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TABLE 12: Equal error rate with 11 images with optimized weights.

EER =4.17

P 2
Hh H i i h b I3 Ja

Ps P4

fi f S s i f fs fa

0 0 0 0 0.35 0.80 0.64 0.35

0.51 0.64 0.13 0 0.99 0.71 0.30 0.51

TaBLE 13: Equal error rate with 16 images with optimized weights.

EER =4.00

P 23
h b2 f3 Ji h b f3 fa

P P
h b /3 J4 h f /3 Ji

0.05 0.02 0.06 0.07 0.63 0.70 0.26 0.49

0.46 0.52 0.17 0.38 0.65 0.52 0.13 0.39

TaBLE 14: Equal error rate with 12 images with optimized weights.

EER =4.00

P b2
Hh  H fs f4 h b f3 Ja

P Py
b2 f3 f4 h f f3 fi

0 0 0 0 0.51 0.59 0.36 0.26

0.30 0.44 0.1 0.15 0.92 0.52 0.20 0.31

50

ROC-optimized weights, 12 images

45 ¢ ke g

FNMR

30 40 50
FMR

--- 12 images, w =1
—— 12 images, optimized weights

FIGURE 10: ROC function with 12 images: unitary weights versus
optimized weights.

In a similar way, Figure 11 shows the ROC functions for
the case of N = 16 with optimized weights compared to the
case N = 16 with unitary weights, previously published and
summarized in Section 3.1

Again, it can be observed that the optimization process
had improved the performance of the biometric system.

Finally, Figure 12 shows ROC functions for the case of
N = 12 with optimized weights, comparing it to the case
N = 16, also with optimized weights.

ROC-optimized weights, 16 images
50 T T T

FNMR

30 40 50

FMR

--- 16 images, w =1
—— 16 images, optimized weights

FIGURE 11: ROC function with 16 images: unitary weights versus
optimized weights.

It is observed that the performance obtained with 12
images was equivalent to the one obtained with 16 images.

This study highlighted that the selection of 12 images
along with optimization techniques allowed a substantial
improvement in the performance of the biometric system
while reducing the number of images required.

The original biometric system using 16 images and uni-
tary weights yielded a value of EER = 6.22, and the new system
using 12 images and optimized weights yielded a value of EER
= 4.00. There was an improvement of over 30%.
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FIGURE 12: ROC function with 12 images versus 16 images with
optimized weights.

4. Conclusions

Based on the results obtained in a preliminary publication,
where 16 acoustic images of a person—working with 4 fre-
quencies and 4 positions—were used, a methodology for the
selection of the most significant images in the face of the
biometric system performance was developed.

Each acoustic image that is associated with a position and
a frequency provides and shares information that allows to
discriminate people from each other.

On a first stage, the contribution of each acoustic image
to the biometric system was analysed, assuming that all
the images had a unitary or a null weight. We reached
the conclusion that with 11 images we can obtain the same
performance that with the 16 images. In addition, the images
associated with the front position (p,) are those that provide
less information, since much of it can be obtained from the
images of the remaining positions. This analysis was carried
out measuring the value of EER and selecting an increasing
number of images, until the value of EER was minimized.

Afterwards, on a second stage, weights for 11 images
were optimized, where the EER value obtained was close to
the one obtained optimizing 16 images. We arrived at the
conclusion that using 12 acoustic images, which correspond
to the positions front with arms outstretched, side and back,
the minimum value of the EER can be obtained. This EER
value coincides with the value obtained for 16 images.

On the basis of the developed methodology, the selection
of acoustic images made on the first stage reduced the
number of images and, therefore, significantly reduced the
computational burden of the optimization. It was confirmed
that the selected acoustic images are essentially the images
that must be included in the optimization stage.
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Currently, the research group is analyzing the system
performance using new frequencies and new metrics not
based on MSE.
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Human-elephant conflict is a major problem leading to crop damage, human death and injuries caused by elephants, and elephants
being killed by humans. In this paper, we propose an automated unsupervised elephant image detection system (EIDS) as a solution
to human-elephant conflict in the context of elephant conservation. The elephant’s image is captured in the forest border areas and
is sent to a base station via an RF network. The received image is decomposed using Haar wavelet to obtain multilevel wavelet
coefficients, with which we perform image feature extraction and similarity match between the elephant query image and the
database image using image vision algorithms. A GSM message is sent to the forest officials indicating that an elephant has been
detected in the forest border and is approaching human habitat. We propose an optimized distance metric to improve the image
retrieval time from the database. We compare the optimized distance metric with the popular Euclidean and Manhattan distance
methods. The proposed optimized distance metric retrieves more images with lesser retrieval time than the other distance metrics

which makes the optimized distance method more efficient and reliable.

1. Introduction

The Asian elephant (Elephas maximus) is highly threatened
by habitat fragmentation, habitat loss, and human-elephant
conflict. India hosts 60% of Asian elephant population,
nearly two-thirds of the elephant population lives either close
to or within human-dominated landscapes. Southern India
harbors half of India’s elephant population containing about
6300 elephants [1]. The increase in human population in India
propelled by agricultural and industrial growth has led to
the conversion of the forest lands into human settlements.
Due to this, the wild elephant and other animal populations
face acute shortage of resources such as water and food,
making them move often into the human habitat. Hence,
there has been severe man-elephant conflict. The conflict
has been on the rise in the forest border areas with herds
of wild pachyderms straying into human habitation [2]. The
surveillance and tracking of these herds are difficult due to

their size and nature of movement. The time to recover from
the danger is negligible; hence, the loss due to destruction in
the farms is more. The elephants are also subject to attack by
humans resulting in danger to the life of elephants. According
to the authors in [3], poaching for ivory had indeed become
a threat with 100-150 tuskers being lost annually to illegal
killings.

Human-elephant conflict (HEC) is a key example of
the growing competition between people and wildlife for
space and resources throughout Africa and Asia. This study
explores the correlation of reported HEC incidents within
58 villages between 80 km from the boundary of Kallar to
Walayar, Coimbatore, Tamil Nadu, India. Habitat loss and
fragmentation is the biggest threat to the continuing survival
of Asian elephants in this region. In addition to food crops,
forests are being logged for their timber or cleared to make
space for cash crop plantations such as rubber, tea, and palm.
As the human population has inexorably risen, the forest
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wild lands in which elephants live have been disappearing.
Human-elephant conflict is on the rise and it is a battle that
the elephant is losing. As elephant habitat diminishes, the
elephants are pushed into increasingly smaller areas. This
increases the population density to beyond sustainable levels
and food availability grows short. The shortage of fodder has
a negative impact on rates of reproduction; hence, normal
birth rates begin to decrease. The serious consequence of the
shortage of wild food leads to a corresponding increase of
crop raiding and incidents of human-elephant conflict [3].

Human-elephant conflict is a rapidly expanding area of
research, with conservationists working hard to understand
the circumstances under which tensions are the highest
between humans and elephants. A number of factors con-
tribute to such conflicts, including population density of
humans, elephant habitat structure, weather, time of year,
and animal life [4]. A study made in the region of interest
shows that elephants move into human habitation due to
many reasons.

(i) Fences and trenches compromised by people who
need access to forests.

(ii) Farm lands may funnel them to unprotected adjacent
villages.

(iii) Badly planned barriers that do not take elephant
behavior into consideration.

(iv) Denying elephant access to a critical water source or
foraging area.

(v) Human activities create abundant secondary vegeta-
tion that brings elephants closer to human settle-
ments.

(vi) Artificially maintained water sources attract ele-
phants during drought.

(vii) Traditional migration routes severed by human inter-
vention (e.g., canals, power installations, and cattle
fences).

The obvious conclusion to be drawn is that there is no
single cause or explanation to account for human-elephant
conflict; situations are circumstantial and complex. Rather,
elephants and agriculture mix in numerous ways with varying
consequences. Human population growth and land occu-
pation for settlement may heighten conflict with elephants.
However, it is generally the borders of forests that are the focal
points of conflicts. Minimizing human-elephant conflict to
reduce the risk of life of both human beings and elephants is
of utmost importance. Elephant conservation issues can be
divided into two distinct categories:

(1) activities that affect elephants directly such as hunt-
ing/poaching and capture;

(2) developmental activities and human activities leading
either to the loss of elephant habitat or its qualitative
degradation.

Many methods are followed to avoid HEC. Construction
of elephant proof trenches is being done all over the world. In
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[5], Fernando et al. discussed solar fencing to avoid elephant-
human conflict. In [6], King et al. presented the concept of
using beehives to mitigate elephant crop depredation. In [7],
Loarie et al. discussed about the role of the artificial water
sources which allow elephants to reside in forests during
dry seasons. In [8], the authors discussed the potential use
of satellite technology for conflict mitigation. The elephants
tagged with radio collars react violently and damage it and
even the elephants die. In [9], Venter and Hanekom proposed
the possibility of using the elephant-elephant communication
(elephant rumbles) to detect the presence of a herd of
elephants in close proximity, In this work, the authors have
recorded the low frequency infrasound pattern, but they
do not compare with that of other animals to confirm an
elephant occurrence. In [10], Vermeulen et al. proposed
unmanned aircraft system to survey elephants, in which
the elephant images are acquired at a height of 100 m but
the small flight time and being expensive do not make it
viable. In [11], Dabarera and Rodrigo proposed appearance
based recognition algorithms for identification of elephants.
Given the frontal face image of an elephant, the system
searches the individual elephant using vision algorithms and
gives the result as, already identified elephant, or as a new
identification. In [12], Ardovini et al. present an elephant
photo identification system based on the shape comparison of
the nicks characterizing the elephant’s ears. In [13], Goswami
et al. addressed identifying elephants from photographs,
and comparing resultant capture recapture-based population
parameter estimates using supervised visual identification of
individual variations in tusk, ear fold and lobe shape. The
authors show that this is a reliable technique for individ-
ual identification and subsequent estimation of population
parameters. But in real time, the capture of elephant’s front
image is not possible.

It is easier to chase elephants before they enter fields and
therefore most damage can be averted [3]. Guarding from
watch towers, patrolling, and trip wire alarms provide farm-
ers with advance warning of approaching elephants. Once
the animals are detected, active crop guarding devices using
light and noise are deployed to chase them away. An early
warning system to minimize the human-elephant conflict in
the forest border areas is proposed in this paper. The system
helps mitigate such conflicts in two ways:

(i) providing warning to people about the anticipated
entry of elephants into human habitation;

(ii) providing advance information to the authorities to
take action to chase the pachyderms back to the forest.

An early warning system to minimize the human-ele-
phant conflict in the forest border areas using image pro-
cessing is proposed in this paper. The system helps to detect
the elephants even in the presence of other wild animals like
Bison, Tiger, and Deer, and so forth. The system also identifies
the elephants coming in groups. The reliability of elephant
detection is tested and the time to detect the elephant images
is optimized with the proposed optimized distance metric.
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FIGURE 1: Map showing study area of the Coimbatore district in
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2. Study Area

Studies were made in the Coimbatore Forest Division, Tamil
Nadu, India, as shown in Figure 1. The data were collected
from the Coimbatore Forest Department website and inter-
views with village people affected by elephants and relevant
literature. Coimbatore district is richly endowed with hills,
forests, rivers, and wildlife. Geographical area of the district
is 74,433.72 sq. km with a forest area of 693.48 sq. km (9.33%).
The forest of Coimbatore district is divided into two divisions.

South of Palghat Gap lies in the Anamalai Wildlife
Sanctuary, which has been designated as a Tiger Reserve in
2008. North of Palghat lies in the Coimbatore forest division.
This division is bounded in the north and northwest by
Sathyamangalam, Erode, Nilgiris North, and Nilgiris South
forest divisions and in the west and southwest by Palghat
forest division of Kerala. Coimbatore Forest Division is
spread over 693.48 sq. km in six ranges, of which 400 sq. km
is conflict prone. The division has 58 villages and 315 km of
forest boundary.

Six elephant corridors within the Coimbatore forest divi-
sion are shown in Figure 2. Namely, Jaccanari-Vedar Colony
(Corridor 1) in which the length of the corridor is about
12 km and width ranges from 0.2 to 1.5 km. In Kallar-Jaccanari
(Corridor 2), the length of the corridor is 7km and width
ranges from 0.2 to 1.5 km. In Kallar-Nellithurai (Corridor 3),
the length of the corridor is 10.8 km and width ranges from
0.25to 3 km. In Anaikatti-Veerapandi (Corridor 4), the length
of the corridor is 21 km and effective width ranges from 0.1 to
1.5 km. In Maruthamalai-Thanikandy (Corridor 5), the length
of the corridor is 13 km and effective width ranges from 0.4 to
1.5km. And in Kalkothi-Walayar (Corridor 6), the length of
the corridor is 21kms the effective width ranges from 0.2 to
0.9 km.

In total, there are 85kms of elephant corridor in the
district needs to be protected from human-elephant conflict.
The region is also a part of the crucial elephant corridor in
this region [4] amounting to a total of 691-914 elephants
found in this region. The elephant is one of the most conflict-
prone wildlife species in India, causing large-scale damage
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FIGURE 2: Corridors used by Elephants in the forest border area of
Coimbatore.

to crops and human lives. Each year, nearly 400 people and
100 elephants are killed in conflict related instances in India,
and nearly 500,000 families are affected by crop damage.
Several reasons including habitat fragmentation, degradation
of habitat quality, loss of forest cover, laxity in management
of physical barriers, and other causes have been cited for the
human-elephant conflict (HEC) in the country.

The human habitats bordering the forests around Coim-
batore city in south western India are seeing severe human-
elephant conflict as the expanding human population pro-
pelled by industrial and agricultural growth is increasingly
fragmenting elephant habitat in this landscape. The number
of incidents of elephants straying into farm lands was 680 in
2011, 844 in 2010, and 560 in 2009. The number of people
killed in elephant attacks in Coimbatore was 13 in 2012, 8 in
2011, 15 in 2010, and 11 in 2009. The number of elephants killed
by such conflicts was 4 in 2012, 1 in 2011, 1 in 2010 and 2 in
2009 as shown in Figure 3 (Courtesy: the Hindu, Coimbatore,
February 5, 2013).

In this region, train hit accidents occur frequently when
the elephants try to pass the rail track Walayar, Coimbatore,
railway section which is on the forest border area. Thus it has
resulted in the death of 20 elephants in the last five years.
However, it is generally the edges of forest that are to be
protected as those are the focal points of conflict.

Humans go into the forest to graze cattle in day time
and guard crops at night and therefore run a higher risk of
being killed by elephants. They also try to ride elephants by
throwing stones and sticks for which the elephants react hard
and even kill the humans. Elephants that wait near villages for
nightfall to eat crops have also been known to kill people [3].
During the period 1999-2011, there had been 1,822 incidents
of crop damage and 53 cases of property damage caused by
elephants and the compensation disbursed was Rs. 2.19 crore.

3. Material and Methods

In our previous work [2], seismic geophones used as sensors
are buried under the ground to detect the movements of
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elephants in forest border areas. Elephants walking in the
sensing range of the geophones produce vibration which is
converted to an electrical signal, processed in an embed-
ded controller and an SMS is sent to the forest officials
for necessary action. In such intrusion detection systems,
there is a possibility of insufficient vibrations sensed by the
geophones as a consequence of weather conditions like rain
and soil moisture. Due to this, it may miss the event, that
is, elephant movement. An image processing based approach
is developed as a solution to the above said problem to
identify an intruding elephant in human living areas. The
elephant comes out of the forest through certain pockets to
enter into human living areas for getting food and water.
The cameras mounted on towers or trees capture the image
of the intruding elephant which is sent to the base station
using RF network. The received image is processed in a PC
at the base station and is compared with the stored database
image of elephants. The snapshot from the video is taken
every 5 seconds and compared with the database image.
This image is also updated in database and added. On an
image match, an SMS is sent to the forest officials through
the GSM transceiver connected with the PC. The hardware
setup consists of wireless camera, PIR sensor with signal
control module, Atmega microcontroller, GSM module, and
the power supply. PIR motion sensor detects the movement
and it switches the camera to the capture mode; the camera
captures the image over a 20-meter distance. The whole
hardware setup is shielded with metal cast to protect from the
rain. The elephant pockets in the corridors are identified and
these setups are installed to monitor the movement of these
herds.

3.1. Elephant Image Detection System. Elephant Image Detec-
tion System (EIDS) algorithm is developed in this work. A
database of 114 images is created by capturing 2 elephants in

The Scientific World Journal

different postures. Images of elephants in the Sadivayal ele-
phant camp in Coimbatore, South India, have been taken and
used in this work. The elephant database images are feature-
extracted using Haar wavelet technique and clustered into
groups by using K-means clustering. A similarity comparison
is made by determining the number of significant coefficients
in common between the query signature and the signatures
of the database using F Norm theory. The searched elephant
images are then arranged according to the similarity value
obtained in a decreasing order. If the matched images are
more than 5, an elephant detected message is sent through
the GSM to the mobile phone numbers stored in the system.
Once the procedure is complete, the system captures the
next image and performs the same steps to detect elephants.
The Haar wavelet decomposition of elephant image in RGB
color space is represented at multiple scales [14]. The Haar
wavelet decomposition is computed by iterating difference
d; and average a; between odd and even samples s; of the
elephant image. Averaging and differencing the elephant
image elements are done as follows:

s+

;= i 5 i+1 , .= 3 (1)
If an elephant image data set S;,S,,...,Sy_; contains N ele-
ments, there will be N/2 averages and N /2 wavelet coefficient
values [15]. The averages are stored in the upper half of the N
element array and the difference coefficients are stored in the
lower half of the array. The averages become the input for the
next step in the wavelet computation, for iterationi+ 1, N; =
N;/,. The recursive iterations continue until a single aver-
age and a single difference are calculated [16]. The scaling and
wavelet values are represented by h; and g;, respectively, and
are given in (2) and (3). The values of scaling coeflicients are
given as

hy=05  h =05 )
and the values of wavelet coeflicients are given as

go = 0.5, g, = —0.5. (3)

The Haar transform is shown in matrix form as follows:

he hy 0 0

90 91 0 0
0 0 hy by - ()

0 0 gy 9, -

The Haar transform for an eight element signal is shown in
the following equation. Here, the signal is multiplied by the
forward transform matrix A:
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where
ro.5 05 0 0 0 0 0 0 7
05 -05 0 0 0 0 0 0
0 0 05 05 0 0 0 0
0 0 05 -05 0 0 0 0
A= 0 0 0 0 05 05 0 0 (6)
0 0 0 0 05 -05 0 0
0 0 0 0 0 0 05 0.5
L O 0 0 0 0 0 0 -0.51

Since the columns of the A;’s are orthogonal to each other,
each of these matrices is invertible with respect to A;. The
elephant database images are decomposed into multilevel
coefficients from —1to —J levels. After decomposition, feature
vectors for all the elephant images in the database are
obtained using F-norm theory [17] as given in (7) and (9).
Every image is considered as a square matrix. A is a square
matrix and A; is its ith-order submatrix. The F-norm of A; is
given as

i i 1/2
A, - [ 3 zw] . @)

K=11I=1

Let
AA; = "Al"F - "Ai—luF’ "AOHF =0. (8)
The feature vector of A is defined as
Vi = {AAL,AA,, .. AA,}. (9)

Vector elements in the feature vector are represented by
AA; and AB;. The similarity between the two images is given
by the following similarity criteria [16]. Let o;; be the similarity
of AA; and AB,; as follows:

min (AA;, AB;)
T2 %) AA,#0 or AB; #0,

o; = 1 max (AA;, AB;) (10)
1, AA, = AB; = 0.

Similarity between the two images lies in between 0 < a <

1. The images in the database are arranged according to the
similarity match with the query image.

3.2. K-Means Clustering Algorithm. Clustering is a process
of grouping the similar objects from a given data set. The
most popular and reliable clustering algorithm is the K means
clustering algorithm that classifies the input data points into
multiple classes based on their inherent distance from each
other. Let S = {S;,i = 1,2,...,N} be the n-dimensional
data points to be clustered into a set of K-clusters, C =
{C,C,,C5,...,Ck} [18] from the given elephant data set
X = {xy,....,x5h X, € E?. The M-clustering problem aims
at partitioning the elephant data set into M disjoint subsets
(clusters) C,,...,Cy;. The most widely used clustering crite-
rion is the Euclidean distance [19]. Based on this criterion,
the clustering of elephant images is grouped depending on
the cluster centers m;, ..., m,, as given below

M M
2
E(my,...,my) = Z Zl(x,- €C) lxi—mi|”, v
i=1 k=1
where I(X) = 1 if X is true and 0 otherwise.

3.3. Proposed Optimized Distance Metric. In this paper, a
novel distance metric called optimized distance measure
integrated with K-means clustering algorithm to improve
retrieval time is proposed. We have used the distance metrics
in the work for (i) finding similarity between two images and
(ii) ordering a set of images based on their distances from
a given image. In many image retrieval systems, Euclidean
[18] and Manhattan [20] are the popular distance measure
algorithms used. We carried out a study on the above two
similarity measures and proposed a new distance method
called optimized distance measure. The proposed method
retrieved more images with faster retrieval rate than the
other two methods. The Euclidean distance measures [18]
are suitable for the correlation between quantitative and
continuous variables and are not suitable for ordinal data and
it is given as

D- \/(RC -R,) +(G.-G,) +(B.-B,), (1)

where (R.,G,,B,) are centroids and (Rg,Gg,Bg) are the
pixel points or data points. Most of the time is spent to
calculate the square root, so it is basically time consuming.
The Manhattan distance is the absolute sum of the horizontal
and vertical components of the image data matrix. This
is essentially a consequence of being forced to adhere to
single-axis movement; one cannot move diagonally in more
than one axis simultaneously and, is given in the following
equation:

Distance d = Z ||5i - /"k" . (13)

Si€G

Whenever each pair is in nonempty intersection, there exists
an intersection point for the whole collection; therefore,
the Manhattan distance forms an injective metric space.
In the proposed optimized distance method for the given
query image only the distance related cluster is searched. The
optimized distance metric is given as

ZO [(R.~R,)'+(G.~G,) '+ (B. - B,)'] H o4

The optimized method computes the cube power of the
distance between the centroid and color pixel points of
the three colors and determines the summation of all the
added values. The modulus of the whole summed values is
calculated to get the distance value.

D=

4. Results and Discussion

The field observations are carried out in the forest border
areas in Sadivayal elephant camp. The hardware setup was
arranged to capture the image of elephants. The wireless
camera was mounted on a wood stick and the camera was
battery powered with 12V. Using RF receiver, the video
received is converted to image frames using camcorder
software in PC. The elephant image frames are stored in the
PC memory and updated every 5 seconds. Figure 4 shows
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the online EIDS window in which 12 elephant images are
retrieved in 6.33 seconds. The elephant images are arranged in
the order of similarity value obtained. As the retrieved images
are more than 5, a GSM message “Elephant Detected” is sent
using the AT command.

In this work, we perform Haar wavelet decomposition on
the raw elephant image, by determining the scaling coefficient
and largest wavelet coefficients. The scaling coefficient is
stored along with the difference and location (3, j) of each
wavelet coefficient for every image [15]. The 3-level decom-
posed query elephant image is shown in Figure 5. Using the
3-level wavelet decomposition, the highest and informative
elephant image features are extracted from the coefficients.
These features are used during the process of the query
and database image comparison of the elephants. The Haar
wavelet transform of the elephant is calculated by passing it
through a series of filters (high and low pass filters) and then
downsampled, as we can see from Figure 6.

At each level, the elephant image is decomposed into
low and high frequencies, and this decomposition halves the
resolution since only half the number of samples is retained
to characterize the entire image. The Haar wavelet leads to a
decomposition of coefficients at level j in four components,
and at level j + 1. Due to successive downsampling by 2, the
image length must be a power of 2, or a multiple of a power
of 2, and the length of the image determines the maximum
levels into which the elephant can be decomposed.

The Haar wavelet coefficients of different species are
plotted and shown in Figure 7. The Haar wavelet coefficient
of each species varies with the elephant image and can be
distinguished from other animals.

The value of wavelet coeflicients of elephant and bison is
closer because the major color is black for both species and
the value lies in between 90 and 95. The coefficients for tiger
and deer possess higher band in between 120 and 130. The
obtained elephant coeflicient is averaged to get the threshold
value. We fix 0.6 as threshold value to obtain the similar
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FIGURE 5: 3 Level decomposed query elephant image.

FIGURE 6: Downsampled decomposed elephant image.

elephant images from the database image for the given query
image.

The EIDS system is tested offline with elephant and nonel-
ephant images. All the images used in this work are in the
dimensions of 3648 x 2763. We also tested the system for
group of elephant images and it is shown in Figure 8.

The elephant normally moves in herds in the forest
borders during the period of migration. For the given query
image, the system retrieved 13 images in 6.462 seconds. We
tested the system with group of elephant images of different
sizes and postures. Nonelephant images like bison, bear, deer,
monkey, and human which are the most commonly seen
species around forest border areas are given as query, which
produced zero image search result. We tested the case with a
bison image as it is of similar color texture as that of elephants
for which the system retrieved zero search images. On zero
search result, no alert is made; hence, GSM message is not
sent.
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We compared the three distance measures with the num-
ber of images retrieved, retrieval time, and the retrieval rate
per image. The Euclidean scheme produced 20 retrieved
images with retrieval time of 21.544 seconds and the retrieval
rate per image is 1.077 seconds. The Manhattan scheme
produced 22 retrieved images with retrieval time of 15.067
seconds and the retrieval rate per image is 0.684 seconds. For
the proposed optimized distance metric, the images retrieved
were 27 as shown in Figure 9 with retrieval time of 15.028
seconds and the retrieval rate per image is 0.556 seconds.

A comparison between all the distance methods is carried
out in this work and the results are shown in Figure 10. It is
observed that the proposed method retrieves more images
with lesser time compared to the other two methods.

The optimized retrieval rate improvement over another
distance metric is 18%. To assess the retrieval effectiveness,
10 query elephant images are selected and tested. The average
retrieval time per query elephant image is calculated for all
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FIGURE 9: Retrieved images for optimized distance metric.
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FIGURE 10: Image similarity metric comparison.

the three distance measures and the results are shown in
Figure 11. The retrieval time per image is less for the proposed
distance metric compared to other methods as the metric
retrieves more images which are closer to the cluster center.
The images are also retrieved in lesser time interval. Due to
reduction of computational time and higher image retrieval
rate, the time to react for the elephant intrusion is improved
using the proposed method.

The recall rate [21] is defined as the ratio of the number
of relevant (same shape and position) retrieved images to the
total number of images in the database

Number of relevant images retrieved
Recall rate =

. (15)

Total number of images in database
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FIGURE 11: Image retrieval rate comparison.
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FIGURE 12: Elephant image recall rate comparison.

We compare image recall rate for the three methods as shown
in Figure 12. It is observed that the optimized distance metric
is 16% better than Manhattan and 18.5% better than Euclidean
methods. We also tested the algorithm by varying the cluster
formation. Table 1 shows the variation of number of images
retrieved, retrieval time, and retrieval rate per image.

When we fix 2 clusters, 14 images were retrieved and the
retrieval time for the 14 images was found to be 10.884 and
the retrieval rate per image is 0.777.
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TABLE 1: Database clustering for different K values.

Num'ber of Retrieval time Retrieval rate
K retrieved . .
. for images per image
images
2 14 10.884 0.777
3 12 7.604 0.6336
4 12 7.242 0.6032
5 9 4,949 0.5498

TaBLE 2: Comparison between the online and offline observations.

Image distance Retrieved images

Image threshold

Offline Online Offline Online
0.4 1.0-0.49 0.57-0.36 22 12
0.5 1.0-0.49 0.44-0.34 22
0.6 1.0-0.59 0.47-0.38 17 5
0.7 1.0-0.74 0 2 0

We varied the cluster K value from 2 to 5 and recorded the
corresponding number of retrieved images and the retrieval
rate per image from the database for the query image given.
It is seen that for small number of clusters more images were
retrieved and for higher number of clusters the retrieved
images were less in number as shown in Figure 13. So for our
analysis, we fix 2 clusters in order to retrieve more images
from the database.

A comparison was made between of offline and online
elephant image detection system. In the online system for the
threshold values 0.4 to 0.6, the number of images retrieved
varied from 5 to 12 and for offline system, it produced 17 to 22
images. This variation is due to the camera posture and image
capture in frame. The required number of 5 images is achieved
in online system with the proposed optimized distance
method that makes the system efficient and reliable. The
result comparison between the online and offline detection
system is recorded in the Table 2.

5. Conclusion

In conclusion, the findings of our work contribute to elephant
conservation issues. The work provides solutions to human-
elephant conflict. The study provides insights to protect
elephants from human activities and reduces the work effort
of forest officials. The real time elephant identification system
provides solutions to the problem of human elephant conflict
and provides solution for unsupervised process of individual
species identification specifically for elephants. The system is
completely automated; the strength of this approach stems
from the ability to narrow down the collection of potential
matches in the database with the query image. Optimal
results for automated identification of individual elephants
are obtained with the algorithm developed and is used to rank
the most likely matches, followed by final supervised visual
identifications and also with an early warning sent to the
forest officials about the arrival of elephants from the forest
borders into the human habitat. The real time automated
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FIGURE 13: Image retrieval rate per cluster.

approach minimizes the manual work which is not possible
all the time because it is difficult to monitor the presence
of elephants manually when the herds march towards the
forest borders. More importantly, our results demonstrate the
importance of certainty in identifying approaching elephants
in to human living areas and provide early warning about the
elephant entry into the human habitat. We therefore recom-
mend the use of the real time image processing technique to
identify an approaching individual elephant as well as a group
of elephants. The system can be implemented in forest border
areas. We also solve the traits for distinguishing species where
animals are differentiated on the basis of Haar wavelet color
attributes. In the context of elephant conservation, the real
time automated image processing system can be used for
the elephant ecology learning, population monitoring, ele-
phant habitat usage, commercial ivory poaching and human-
elephant conflict. The system can also be deployed along
forest border migration routes or at water holes and food
plantation areas for elephant tracking and monitoring.

In this paper, we proposed and analyzed an elephant
image detection system via wavelet decomposition of images,
followed by feature extraction and similarity match under
F-norm theory. We compared the retrieval performance of
optimized distance metric based K-means clustering with the
existing techniques like Euclidian distance and Manhattan
distance. It turns out that optimized distance metric calcula-
tion has 18.5% improvement in recall rates. Field observations
show that the proposed method can be used as an effective
scheme to detect elephants in the forest border areas even
in the presence of different species. This system has been
rigorously tested through the various phases of the project
and found to be efficient compared to the existing systems.
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An image fusion technique for magnetic resonance imaging (MRI) and positron emission tomography (PET) using local features
and fuzzy logic is presented. The aim of proposed technique is to maximally combine useful information present in MRI and PET
images. Image local features are extracted and combined with fuzzy logic to compute weights for each pixel. Simulation results
show that the proposed scheme produces significantly better results compared to state-of-art schemes.

1. Introduction

Fusion of images obtained from different imaging systems
like computed tomography (CT), MRI, and PET plays an
important role in medical diagnosis and other clinical appli-
cations. Each imaging technique provides a different level of
information. For instance, CT (based on X-ray principle) is
commonly used for visualizing dense structures and is not
suitable for soft tissues and physiological analysis. MRI on
the other hand provides better visualization of soft tissues
and is commonly used for detection of tumors and other
tissue abnormalities. Likewise, information of blood flow in
the body is provided by PET (a nuclear imaging technique)
but it suffers from low resolution as compared to CT and MRL
Hence, fusion of images obtained from different modalities
is desirable to extract sufficient information for clinical
diagnosis and treatment.

Image fusion integrates (complementary as well as redun-
dant) information from multimodality images to create a
fused image [1-6]. It not only provides accurate description of
the same object but also helps in required memory reduction
by storing fused images instead of multiple source images.
Different techniques are developed for medical image fusion
which can be generally grouped into pixel, feature, and

decision level fusion [7]. Compared to feature and decision,
pixel level methods [1, 2] are more suited for medical imaging
as they can preserve spatial details in fused images [1, 8].

Conventional pixel level methods (including addition,
subtraction, multiplication, and weighted average) are sim-
pler but are less accurate. Intensity Hue saturation (IHS)-
based methods fuse the images by replacing the intensity
component [1, 5, 9]. These methods generally produce high-
resolution fused images but cause spectral distortion (due to
inaccurate estimation of spectral information) [10]. Similarly,
principal components analysis based methods fuse images by
replacing certain principle components [11].

Multiresolution techniques including pyramids, discrete
wavelet transform (DWT), contourlet, curvelet, shearlet, and
framelet transform image into different bands for fusion
(a comprehensive comparison is presented in [12]). DWT-
based schemes decompose the input images into horizontal,
vertical, and diagonal subbands which are then fused using
additive or substitutive methods. Earlier DWT-based fusion
schemes cannot preserve the salient features of the source
images efficiently, hence producing block artifacts and incon-
sistency in the fused results [2, 3]. Human visual system is
combined with DWT to fuse the low frequency bands using
visibility and variance features, respectively. Local window
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approach is used (to adjust coeflicients adaptively) for noise
reduction and maintaining homogeneity in fused image [4].
However, the method often produces block artifacts and
reduced contrast [3, 5]. Consistency verification and activity
measures combined with DWT can only capture limited
directional information and hence are not suitable for sharp
image transitions [13].

Texture features and visibility measure are used with
framelet transform [5] to fuse high and low frequency com-
ponents, respectively. Contourlet transform based methods
use different and flexible directions to detect the intrinsic
geometrical structures [13]. The common methods are vari-
able weight using nonsubsampled contourlet transform [14];
and bio-inspired activity measurer using pulse-coded neural
networks [15]. However, the down- and up-sampling in
contourlet transform lack shift invariance and cause ringing
artifacts [14]. Curvelet transform uses various directions and
positions at length scales [16]; however, it does not provide
a multiresolution representation of geometry [17]. Shear-
let transform carries different features (like directionality,
localization, and multiscale framework) and can decompose
the image into any scale and direction to fuse the required
information [17].

Prespecified transform matrix and learning techniques
are used with kernel singular value decomposition to fuse
images in sparse domain [18]. In [19], image fusion has been
performed using redundancy DWT and contourlet trans-
form. A pixel level neuro-fuzzy logic based fusion adjusts
the membership functions (MFs) using backpropagation and
least mean square algorithms [20]. A spiking cortical model
is proposed to fuse different types of medical images [21].
However, these schemes are complex or work under certain
assumptions/constraints.

A fusion technique for MRI and PET images using local
features and fuzzy logic is presented. The proposed technique
maximally combines the useful information present in MRI
and PET images. Image local features are extracted and
combined with fuzzy logic to compute weights for each pixel.
Simulation results based on visual and quantitative analysis
show the significance of the proposed scheme.

2. A-Trous-Based Image Fusion: An Overview

In contrast to conventional multiresolution schemes (where
the output is downsampled after each level), a-trous or
undecimated wavelet provides shift invariance, hence better
suited for image fusion.

Let different approximations Iy, of MRI image Iy,
(having dimensions M x N) be obtained by successive
convolutions with a filter f, that is,

Ivriker = Ivrie * o 1

where Iyg;o = Iygy and f is a bicubic B-spline filter. The kth
wavelet plane Wy g, ¢ of Iy, is,

WMRI,k = IMRI,k+1 - IMRI,k' (2)
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The image Iz, is decomposed into low Iyg; ; and high Iypy 5
frequency components as

Ivrt = Ivriz + Ivri e

K 3)
= Iyprr + ZWMRI,k’
k=0

where K is the total number of decomposition levels. Simi-
larly PET image Ippy in terms of low Ippy; and high Ippy py
frequency components is

Lgr (B) = Ippr,. (B) + ZWPET,k B (4)
k=0

where B € {R,G, B}, as PET images are assumed to be in
pseudocolor [9].

Different methods are present in literature to fuse low and
high frequency components which are generally grouped into
substitute wavelet (SW) and additive wavelet (AW). The fused
image I using SW is

Isw (B) = Ipgr,p (B) + ZWMRI,k' (5)

k=0

Note that SW method fuses image by completely replacing
the high frequency components of PET by high frequency
components of MRI image, which can cause geometric and
spectral distortion. SW and IHS (SWI) are combined to
overcome the limitation in fused image Igy; that is,

K K
Iswi (B) = Ipgr,p (B) - ZWINT,k + ZWMRI,k’ (6)
k=0 k=0

where the intensity image Iy is

Iyt = %;IPET (/5’) (7)

The substitution process in SWI method sometimes results in
loss of information as the intensity component is obtained by
simple averaging/weighting.

In AW method, the fused image I,y is obtained by
injecting high frequency components of I ;g; into Ippy:

L (B) = Ipgr (B) + ZWMRI,k' (8)

k=0

AW method adds the same amount of high frequencies into
low-resolution bands which causes redundancy of high fre-
quency components (hence resulting in spectral distortion).

To cater the limitation, AW luminance proportional
(AWLP) method injects the high frequencies in proportion
to the intensity values [22]. Consider

Ier(B) 5
Whrreo (9
B Sy T (B 200 ©)

Lywip (B) = Iper (B) +



The Scientific World Journal

where B are total number of bands. The fused image Iy p
of AWLP preserves the relative spectral information amongst
different bands. The fused image using improved additive
wavelet proportional (IAWP) [23] method is

gy (B)
(1/B) Ypr Ipgr (B

Lawe (B) = gy (B) +
(10)

K K
x ZWMRI,k_ ZWMRIR,k >
k=1 k=1

where Wypg « are wavelet planes of a low-resolution (a spa-
tially degraded version of Iz;) MRI image Iypr- The Iypir
is obtained by filtering the high frequencies (by applying a
smoothing filter). The major limitations of the above schemes
includes induction of redundant high/low frequencies; and
consequently spatial degradations.

3. Proposed Technique

The proposed scheme first decomposes the MRI and PET
images into low and high frequencies using a-trous wavelet.
High and low frequencies are then fused separately according
to defined criterion. The overall fused image I in terms of
high I ;; and low I () frequencies is

Ip (B) = Igy (B) + gy (11)

3.1. Fusion of Low Frequencies. Fusion of low frequencies
Iygrry and Ipgyp; is critical and challenging task. Various
schemes utilize different criterions for fusion of low frequen-
cies. For instance, one choice is to totally discard the low
frequencies of one image, another choice is to take average
or weighted average of both and so forth. However, the
schemes provide limited performance as they do not cater
the spatial properties of image. We have proposed fusion of
low frequency using different weighting average for each pixel
location. The weights are computed based on the amount of
information contained in vicinity of each pixel.

3.1.1. Local Features. Local variance (LV) and local blur (LB)
features are used with fuzzy inference engine to compute the
desired weights for fusing low frequencies.

LV [24] is used to evaluate the regional characteristics of
Ipgr,; image and is defined as I}y:

1
Ly (B,m,n) = (2m, +1) (2n, + 1)

m+ny n+n, _ 5
x Z Z (IPET (B.my, 1)~ Ippr (ﬁ))’
My =m—m; ny=n—n,

(12)

where Ippp(f) is the mean value of m, x n, window centered
at (m, n) pixel. Note that image containing sharp edges results
in higher value (and vice versa).

LB I is computed using local Rényi entropy [25] of
Ippr,, image. Let Pg,,, (k) be the probability (or normalized

histogram) having intensity values k = 1,2,..., K within a
local window (of size m, x n,) centered at (3, m, n) pixel. I; 5
is defined as [25]

K
Is (B n) = -% In (Zpi,m (k)> . 13)
k

High values of Iy and I}y show that Ipgp; contain
more information and need to be assigned more weight as
compared to Iy ; image.

3.1.2. Fuzzy Inference Engine. Let high (jy,(u) and low
{1y, () Gaussian Membership functions (MFs) having

means ﬁ(l), 7® and variances 01(41), aiz) for LV be [26]
~(u-aV) /o)’ ~(u-u?)/o?)’

(14)

Gy (W) =e (v (w)=e

Similarly let high (;5,(v) and low g;p,(v) Gaussian MFs

(1) 5(2)

having means 7, ¥ and variances 0", ¢ for LB be

~((v=7") /0"’

He, HA2
(e (v) =e , ~(= Do) (15)

CLB,H (v)=e

The inputs I;y (3, m, n) and I;y,(f, m, n) are mapped into
fuzzy set using Gaussian fuzzifier [27] as

Coip (s ) = ¢ G Bma)/a)t s ~(O-lisBmm/e) - (16)

where ¢; and ¢, are noise suppression parameters. The inputs
are then processed by fuzzy inference engine using pre
defined IF-THEN rules [26, 27] as follows.

Ru: IF I,y (B, m, n) is high and I, 5(,m,n) is high
THEN Iy (B, m, n) is high.

Ru®: 1F Ly (B,m,n) is low and I;5(,m,n) is high
THEN Iy (B, m, n) is medium.

Ru®: IF Iy (B,m,n) is high and I z(B,m,n) is
low,THEN Iy (8, m, n) is medium.

Ru™: TF Iy (B,m,n) is low and I (B, m,n) is low
THEN Iy (8, m, n) is low.

The output MFs for high (having mean 3" and variance
ofvl)), medium (having mean ?(2) and variance 05,2))’ and low

(having mean 3 and variance 0;3)) are defined as

wa (¥) = 7’

— 2 2
-7/ )
, .

- RO
(wz(y)ze( Cw,3()/)=e((yy )/a}

17)

The output of fuzzy inference engine is

CI’/V,L (y) = g?;‘é {Sul:;cLV,LB () Gve (W) Crvg (V) G 1
(18)
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TABLE 1: Quantitative measures for fused PET-MRI images.
Scenario Techniques Entropy [29] MI [29] SSIM [30] Xydeas and Petrovic [31] Piella [32]
DWT [12] 5.403 1.6607 0.6083 0.4944 0.7558
Normal GIHS [6] 5.381 1.7017 0.7095 0.5362 0.8014
brain GFF [33] 5.115 1.7479 0.6803 0.4825 0.6741
IAWP [23] 5.152 1.7753 0.6735 0.3233 0.3331
Proposed 5.738 1.7912 0.6788 0.5746 0.8469
DWT [12] 3.4820 1.3817 0.7287 0.6495 0.8566
Grade II GIHS [6] 3.4679 1.3848 0.8149 0.6227 0.8779
astrocytoma GFF [33] 3.5558 1.3758 0.8120 0.6417 0.8561
TAWP [23] 3.6351 1.3770 0.8018 0.3757 0.5405
Proposed 3.5762 1.4292 0.8133 0.6674 0.9125
DWT [12] 5.4140 1.7487 0.6775 0.5727 0.8434
Grade IV GIHS [6] 5.7868 1.7084 0.6207 0.5697 0.8547
astrocytoma GFF [33] 5.6628 1.7883 0.6819 0.5112 0.7917
TAWP (23] 5.6831 1.8298 0.6718 0.3584 0.5642
Proposed 5.8204 1.8683 0.6739 0.5885 0.8755

where {c,d} € {1,2}ande € {1, 2, 3}. The weights I,y (S3, m, n)
are obtained by processing fuzzy outputs using center average
defuzzifier [27].

The Ir;(f) image is obtained by weighted sum of Ippp
and Iy ; as

Iy (B.m,n) = Ly (B,m,n) Ipgr (B, m,n)

(19)
+ (1= Iy (B.m,n)) Iygy . (m, 1)

3.2. Fusion of High Frequencies. Let Wypymr i represent
a wavelet plane of the resultant image Iy — Iygr- This
ensures that only those high frequency components are used
for image fusion, which are not already present in Iyp.
By the virtue of this, the proposed scheme not only avoids
redundancy of information but also results in improved
fusion results as compared to early techniques. The fused high
frequency image I ; is

K
Ipy = ZWMRI—MRIR,k' (20)
k=1

Note that I ;; is not dependent on the bands 3 because Iy,
is gray-scale image.

4. Results and Discussion

The simulations of proposed and existing schemes are per-
formed on PET and MRI images obtained from Harvard
database [28]. The fusion database for brain images is classi-
fied into normal, grade II astrocytoma, and grade IV astro-
cytoma images. The MRI and PET images are coregistered
with 256 %256 spatial resolution. The proposed fusion scheme
is compared visually and quantitatively (using entropy [29],
mutual information (MI) [29], structural similarity (SSIM)

[30], Xydeas and Petrovic [31] metric, and Piella [32] metric)
with DWT [12], GIHS [6], IAWP [23], and GFF [33] schemes.

The original MRI images belonging to normal brain,
grade II astrocytoma, and grade IV astrocytoma are shown
in Figures 1(a)-1(c), respectively. Fluorodeoxyglucose (FDG)
is a radiopharmaceutical commonly used for PET scans.
The PET-FDG images of normal, grade II, and grade IV
astrocytoma are shown in Figures 1(d)-1(f), respectively.
It can be seen that different imaging modalities provide
complementary information for the same region.

Figure 2 shows fused images (of normal brain) obtained
by using different techniques. It can be seen from Figure 2(e)
that the proposed technique has preserved the complemen-
tary information of both modalities and the fuzzy based
weight assessment has enabled offering less spectral informa-
tion loss as compared to other state-of-art techniques.

Figure 3 shows fused images (of grade II astrocy-
toma class) obtained by using different techniques. From
Figure 3(e), it can be observed that the proposed technique
provides complementary information contained in both
modalities and the fuzzy based weight assessment has enabled
offering less spectral information loss as compared to other
state of art techniques. The improvement in fused images is
more visible in the tumorous region (bottom right corner).

Figure 4 shows fused images (of Grade IV astrocytoma)
obtained by using different techniques. Similar improvement
(as that of Figures 2(e) and 3(e)) can be observed in
Figure 4(e). It is easy to conclude that the proposed scheme
provides better visual quality compared to the existing
schemes.

Table 1 shows the quantitative comparison of different
fusion techniques. Note that a higher value of the metric
represents better quality. The fused images obtained using
proposed technique provide better quantitative results in
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(e)
FIGURE 1: Original MRI and PET images: (a)-(c) MRI; (d)-(f) PET.

(d) (e)
FIGURE 2: Image fusion results for normal images: (a) DWT [12]; (b) GIHS [6]; (¢) GFF [33]; (d) IAWP [23]; (e) proposed technique.
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(d)
FIGURE 3: Image fusion results for grade II astrocytoma images: (a) DWT [12]; (b) GIHS [6]; (c) GFF [33]; (d) IAWP [23]; (e) proposed
technique.

(d)

FIGURE 4: Image fusion results for grade IV astrocytoma images: (a) DWT [12]; (b) GIHS [6]; (c) GFF [33]; (d) IAWP [23]; (e) proposed
technique.
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terms of entropy [29], MI [29], SSIM [30], Xydeas and
Petrovic [31], and Piella [32] metrics.

5. Conclusion

An image fusion technique for MRI and PET using local
features and fuzzy logic is presented. The proposed scheme
maximally combines the useful information present in MRI
and PET images using image local features and fuzzy logic.
Weights are assigned to different pixels for fusing low fre-
quencies. Simulation results based on visual and quantitative
analysis show that the proposed scheme produces signifi-
cantly better results compared to state of art schemes.
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Image splicing is an image editing method to copy a part of an image and paste it onto another image, and it is commonly followed
by postprocessing such as local/global blurring, compression, and resizing. To detect this kind of forgery, the image rich models,
a feature set successfully used in the steganalysis is evaluated on the splicing image dataset at first, and the dominant submodel is
selected as the first kind of feature. The selected feature and the DCT Markov features are used together to detect splicing forgery in
the chroma channel, which is convinced effective in splicing detection. The experimental results indicate that the proposed method
can detect splicing forgeries with lower error rate compared to the previous literature.

1. Introduction

Image splicing is a forgery manner to copy and paste regions
within separate image sources, usually carried out by digital
image editing tools such as Photoshop. It is often used as an
initial step of photomontage, which is very popular in digital
image content editing. The splicing tampered image could
be used in news reports, photography contest, key proof in
the academic papers, and so on, which could bring certain
negative influences. As a result, it is an important issue to
develop reliable splicing detection methods.

In the forgery process, the manually introduced transi-
tions of edges and corners are different from those in the
natural images. The differences are commonly described by
the inconsistency and abnormality, and they are used for
splicing detection. Farid [1] discussed how to detect unnat-
ural higher-order correlations introduced into the signal
by the tampering process based on bispectral analysis. In
the frequency domain, a “natural” signal usually has weak
higher-order statistical correlations, and certain “unnatural”
correlations will be introduced if this signal is passed through
a nonlinearity (which would almost surely occur in tamper-
ing). Based on it, Ng et al. [2] proposed a method to detect the
abrupt splicing discontinuity using the bicoherence features.
They studied the effects of image splicing on magnitude

and phase characteristics of bicoherence (the normalized
bispectrum). The difference between means of magnitudes
of a test image’s bi-coherence and its estimating authentic
visions bi-coherence and the difference between negative
phase entropy of those two were used as features. Gopi
et al. [3, 4] proposed to detect forgeries using an artificial
neural network, independent component analysis (ICA), and
autoregressive coefficients. In [5, 6], Hsu and Chang proposed
a method based on camera response function estimated from
geometry invariants. Wangand Zhang [7] employed the Sobel
edge detector, derivative operation, and Hough transform
to detect image splicing. Lint et al. [8] proposed a method
based on computing the inverse camera response functions
by analyzing the edges in different patches of the image and
verifying their consistency.

Shi et al. proposed to use statistics of 2D phase congru-
ency [9], a natural image model [10], and Hilbert-Huang
transform [11] to separate spliced images from authentic
ones. They believed that on one hand, steganography and
splicing had different goals and strategies causing different
statistical artifacts on images, on the other hand, both of
them made the touched (stego and spliced) image different
from corresponding original ones. Therefore, they built a
natural image model using steganalysis features including
statistical moments of characteristic functions and Markov
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transition probabilities from image 2D array and multisize
block discrete cosine transform 2-D array. Wang et al. [12]
proposed an image splicing detection method based on
GLCM of the edge image in the chroma space. Zhang
et al. [13] proposed a splicing detection scheme based on
moment features extracted from the discrete cosine trans-
form and image quality features. Dong et al. [14] proposed
a method by analyzing the discontinuity of image pixel
correlation and coherency caused by splicing, and they also
proposed to detect image splicing in chroma space [15],
which is claimed to be very efficient. Bayram et al. [16]
fused several single tools together to detect tampering. The
feature vectors BSM, IQM, and HOW, which were initially
proposed for steganalysis, were used in this paper, and
SEES (sequential forward floating search) is used for feature
selection.

Existing methods exploit features from various respects
to detect splicing forgeries. Recently, Fridrich and Kodovsky
[17] proposed to build plenty of submodels as rich model
to detect image steganography, which achieved good results.
The SRM exploits the spatial correlations of neighborhood
pixels from the image residuals which are hard to be pre-
served during image steganography. It is believed that the
case would be the same for image splicing. In this paper, the
image splicing detection method based on SRM is studied.
AT first, the performance of the submodels is evaluated
and analyzed by the detailed experimental results in the
luminance channel. Moreover, one selected submodel with
feature from DCT is used to detect splicing forgery in chroma
channel.

The rest of the paper is organized as listed in following.
The SRM is described in Section 2. Section 3 discusses the
detection method. And experiments are given in Section 4.
In Section 5, a conclusion is drawn to the whole paper.

2. Feature Discriptions

In [17], Fridrich and Kodovsky proposed a general methodol-
ogy for steganalysis of digital images based on the concept of
the SRM consisting of a large number of diverse submodels.
The submodels consider various types of relationships among
neighboring samples of noise residuals obtained by linear and
nonlinear filters with compact supports.

2.1. SRM. The SRM captures a large number of different types
of dependencies among neighboring pixels. By employing the
submodels, better results can be achieved beyond enlarging a
single model, which is unlikely to produce good results as the
enlarged model will have too many underpopulated bins. By
forming a model by merging many smaller submodels, this
problem can be avoided.

The main formation processes of SRM are residuals,
truncation, and quantization and cooccurrence matrix. The
description of all residuals is given here, for other detail
description, please refer to [17]. For example, in the first order
residual R;; = X; ;,; — X; ;, the central pixel X ; is predicted

as its immediate neighbor, X, = X

i i,j+1> while the predictor in

The Scientific World Journal

the second order residual R;; = X ; | +X; ;,; —2X ; assumes
that the image is locally linear in the horizontal direction,

2X;; = (Xi,j—l + Xi,j+1)'

2.1.1. Residual Classes. The residuals are divided into six
classes depending on the central pixel predictor they are
built from. The classes will be mentioned by the following
descriptive names: 1st, 2nd, 3rd, SQUARE, EDGE3 X 3, and
EDGES5 x 5. The predictors in class “Ist” estimate the pixel
as the value of its neighbor, while those from class “2nd”
(“3rd”) incorporate a locally linear (quadratic) model. The
class “SQUARE” makes use of more pixels for the prediction.
The class “EDGE3 x 3” predictors, derived from the 3 x 3
square kernel S3a, were included to provide better estimates
at spatial discontinuities (edges).

The larger 5 x 5 predictor in S5a was obtained as a result
of optimizing the coeflicients of a circularly-symmetrical
5 x 5 kernel. The “EDGES5 x 5” residuals E5a-E5d are built
from S5a in an analogical manner as E3a-E3d are built from
S3a.

2.1.2. Residual Symmetries. Each residual exhibits symme-
tries that will later allow us to reduce the number of
submodels and make them better populated. If the residual
does not change after being computed from the image
rotated by 90 degrees, it is nondirectional; otherwise, it
is directional. For instance, la, 1b, 2a, 2e, and E3c are
directional while le, 2b, 2¢, S3a, and E3d are nondirectional.
Two cooccurrence matrices are computed for each residual,
one for the horizontal scan and the other for the vertical
scan. We call a residual hv-symmetrical if its horizontal
and vertical cooccurrences can be added to form a single
matrix (submodel) based on the argument that the statistics
of natural images do not change after rotating the image by 90
degrees.

2.1.3. Syntax. The syntax of the names follows this conven-
tion:

name = {type} { f} {o} {scan}, (1

where type € {spam, minmax}, f is the number of filters, o is
the symmetry index, and the last symbol scan € {0, /i, v} may
be missing (for hv-symmetrical residuals) or it is either ki or v,
depending on the cooccurrence scan that should be used with
the residual. For more detailed descriptions and definitions of
the SRM, please refer to [17].

2.2. Markov Matrices in DCT. Splicing operation changes
the local relationships in pixel neighborhood, and Markov
process could be used to model the changes, which is
commonly used in image processing. In this paper, the
Markov feature is extracted in DCT of Chrominance space.
As shown in Figure 1, the test image is transformed using 8 x
8 block DCT at first, and after preprocessing to the coefficient
matrix, the 2D differential matrices and probability transition
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Coeﬂic'lent Block DCT Tested image
matrix
2D horizontal
differential matrix
Round and |g|

—>{ Thresholding —> Markov matrix

2D vectal

differential matrix

—>{Thresholding—>{Markov matrix

FIGURE 1: Feature extraction in DCT of Chrominance.

TABLE 1: Detection results of the first order submodels.

Model Py Pup P;; (total error)
sl_minmax22h 1 0 0.5
sl_minmax22v 0.1401 0.1457 0.1429
sl_minmax24 0.1549 0.2219 0.1884
sl_minmax34 0.2097 0.2175 0.2136
sl_minmax34h 1 0 0.5
sl_minmax34v 0.1334 0.1799 0.1567
sl_minmax41 1 0 0.5
sl_minmax48h 0.1556 0.1996 0.1776
sl_minmax48v 0.1488 0.1915 0.1702
sl_minmax54 0.1286 0.1786 0.1536
sl_spaml4hv 0.1661 0.1876 0.1768

TaBLE 2: Detection results of the second order submodels.

Model Py Pup P;; (total error)
s2_minmax21 0.1233 0.1247 0.124
s2_minmax24h 0.1276 0.181 0.1543
s2_minmax24v 0.1178 0.138 0.1279
s2_minmax32 0.13 0.1591 0.1446
s2_minmax41 0.1122 0.1214 0.1168
s2_spaml2hv 0.1193 0.1565 0.1379

TABLE 3: Detection results of the third order submodels.

Models Py Pup Py, (total error)
s3_minmax22h 1 0 0.5
s3_minmax22v 0.1439 0.1353 0.1396
s3_minmax24 0.1551 0.1422 0.1487
s3_minmax34 0.1637 0.16 0.1618
s3_minmax34h 1 0 0.5
s3_minmax34v 0.1639 0.152 0.1579
s3_minmax41 1 0 0.5
s3_minmax48h 0.1772 0.1564 0.1668
s3_minmax48v 0.1694 0.1684 0.1689
s3_minmax54 0.1806 0.1697 0.1751
s3_spaml4dhv 0.1328 0.1325 0.1327

matrices are obtained using the following (Equations (2)-

(3)):

m=1 n=1

M-2N-2
CM, (i, j) = ( > Y [8(F(m,n) =i,F(m,n+1) =j)]>
M-2N-2 -1
x < > Y 8(F (m,n) :i)> ,

m=1 n=1

M-2N-2
CMV(i,j)=< [S(F(m,n)=i,F(m+l,n)=j)]>

M-2N-2 -1
><< 8(F(m,n):i)> ,

M-2N-2
CM, (i, ) = ( [0 (F (m,n) =1,
Fm+1,n+1) =])]>

M-2N-2 -1
x ( > Y S8(F (m,n) =i)> ,

m=1n=1
(2)
where i, j € [0, 8], and
. . 1, ifx=iand y=7j,
(S =1, = = 3
(x=iy=Jj) {0, otherwise. 3)

If the added splicing image block is regarded as the additive
noise to the original image, the calculated probability transi-
tion matrices would reveal the clue of splicing.

The dimension of the feature vector is adjustable by
setting threshold T. In this paper, T is set to 3, and the
dimension of DCT feature is 98.

3. Detection Method

The SVM is employed in the detection procedure. The
LibSVM is introduced and profiled at first, followed by the
training and testing steps.



3.1. LIBSVM. LIBSVM is a popular machine learning tool
[16]. In this paper, the RBF kernel of LibSVM is employed,
and C and gamma are automatically selected using fivefold
cross-validation.

As different feature sets will be merged together in the
detection algorithm, feature normalization is a necessary step
before training and testing. The specific scaling method is
very simple. Firstly, the mean and standard deviation for each
feature set are calculated. Secondly, by subtracting the mean
in each feature and dividing the values of each feature by
its standard deviation, the normalized features are obtained.
In favor of making comparison, all the training and testing
processing are done after the feature normalization.

3.2. Training Steps. The detection method consists of the
following steps.

(1) Read an image from training image set and label it, 0
for authenticate image and 1 for spliced image. Covert
it into 8 bit gray scale image if necessary.

(2) Let g = 1, and compute the feature of submodel s{i}
as described in Section 2.

(3) Repeat 1-2 until all the images from the training image
set have been processed.

(4) Train the models for individual submodel or merged
ones using LIBSVM as described in the previous
parts.

3.3. Detection Steps

(1) Read an image from the testing image set. Covert it
into 8 bit gray scale image if necessary.

(2) Let g = 1, and compute its feature by the individual
submodel or the merged ones as the training steps.

(3) Test the feature using the corresponding trained
SVM.

(4) Repeat steps (1)-(3) until all images have been tested.

4. Experiments

According to the detection method discussed in Section 3,
the experiments are performed. At first, the general detec-
tion performance of the individual submodel is tested on
both image datasets in luminance channel. And then, one
submodel is chosen for the chroma channel experiment and
comparison to the state of the art result is given.

4.1. Experiment Setup

4.1.1. Image Dataset. In the experiment, two splicing image
datasets are used. The Columbia uncompressed image splic-
ing detection evaluation dataset [5] is commonly used as a
benchmark. The database contains totally 183 authenticate
images and 180 spliced images. The image sizes range from
757 x 568 to 1152 x 768 and are all uncompressed. The image
detection evaluation database (CASIA TIDE) v2 consists

The Scientific World Journal

TABLE 4: Detection results of the EDGE3 x 3 submodels.

Model Py Pup P;; (total error)
$3 x 3_minmax22h 0.1366 0.1962 0.1664
s3 X 3_minmax22v 0.11 0.1802 0.1451
$3 x 3_minmax24 0.1302 0.1213 0.1258
$3 X 3_minmax41 0.1591 0.1735 0.1663
$3 X 3_spaml4hv 0.1168 0.1323 0.1245

TABLE 5: Detection results of the EDGE5 x 5 submodels and the
square submodel.

Model Py Pup P;; (total error)
s5 X 5_minmax22h 0.1656 0.1622 0.1639
$5 X 5_minmax22v 0.1146 0.1367 0.1256
s5 x 5_minmax24 0.1639 0.1291 0.1465
s5 x 5_minmax41 0.1882 0.2073 0.1977
s5 x 5_spaml4hv 0.1131 0.114 0.1135
s35_spamll 0.1719 0.1424 0.1572

TABLE 6: Detection results of the merger submodels.

Model Py Pup Py (total error)
2-best-submodels 0.0959 0.1016 0.0987
4-best-submodels 0.1121 0.1078 0.1100
8-best-submodels 0.1173 0.1162 0.1168

TABLE 7: Detection results on the CASIA V2 dataset.

Model Py % Pyp % P, %
YSRM 16.97 9.11 13.04
CrSRM 0.43 0.19 0.31
CbSRM 0.38 0.19 0.28
CrDCT 0.57 0.15 0.36
Cb + DCT 0.16 0.8 0.17
Cr+DCT 0.23 0.19 0.21
(15] 6.70 2.10 4.40

of 7,491 authentic and 5,123 sophisticatedly tampered color
images of different sizes varying from 240 x 160 to 900 x
600. This database is with larger size and more realistic and
challenging tampered images with complex splicing as well as
blurring. The authentic images are collected from the Corel
image dataset, websites, and so on. The tampered images are
generated with resizing, rotation, or other distortion, and
postprocessing (such as blurring) is performed after cut-and-
past operation, which make the dataset more realistic and
challenging.

4.1.2. Experiment Settings. The detection results of the exper-
iment are evaluated by the detection error with the form as

1
PEZE(PFA+PMD)’ (4)

where Py, and Py, are the probabilities of false alarm and
missed detection within the model whose parameters C and
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FIGURE 2: The mean errors of individual submodels for (a) Columbia dataset, (b) CASIA V2 dataset. Blank bars represent that the mean errors

of the models are not available.

y are both obtained from the cross validation. We repeat the
experiments of each model for 10 times and take the average
of them as the final results, which is shown in Figure 2.

4.2. Analysis of Individual Models in Luminance Channel.
Figure 2 shows the mean errors of the valid individual mod-
els, in both datasets. Generally speaking, all the submodels
are useful in the splicing detection, and the top results are
observed by using higher order features, the second order
submodel, the EDGE3 x 3 models, and the EDGE5 x 5
models, rather than first order submodel.

The detailed results of the submodels are listed in Tables
1, 2,3, 4,5 and 6 and the ROC curves of them are given in
Figures 3, 4, 5, 6, 7, and 8. As for the merged models, the top
eight submodels with best detection results are highlighted in
boldface in Tables 2-5, the top four submodels are highlighted
in boldface and italic, and the top 2 submodels are s5 X
5_spaml4hv and s2_minmax4l. The ROC curve of them is
given in Figure 9.

4.3. Experiment in Chroma Channel. Based on the results
from the previous section, a submodel from EDGE3 x 3,
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3 x 3_14hv, is selected for further experiment. It is shown in
[15] that chorma channel is more effective than luminance
channel in detecting image splicing forgeries. The CASIA V2
dataset, which is larger and more challenging, is used for
the experiment. The results are listed in Table 7. We can find
that the Py, drops about 15% when changing feature from
Y channel to Cb, Cr channels, and the Py drops about 13%.
The SRM feature from Cb channel combined with the DCT
feature from Cr channel achieved the best Pz. The ROC curve
is shown in Figure 10.

5. Conclusions

SRM exploits plenty of statistical features from neighbors
of image spatial domain, which could capture abnormality
caused by steganography. In this paper, we try to detect
the splicing introduced abnormality using SRM. The 39
submodels are exploited to detect image splicing in lumi-
nance channel at first. Then, the submodel s 3 x 3_14hv is
selected and merged with DCT feature to detect splicing in
chorma channel on CASIA V2 dataset, which is larger and
more challenging. The experimental results indicate that the
proposed method can detect splicing forgeries with much
higher accuracy than in luminance channel.

In the near future, we will try to study the nonlearning
based detention method in chorma channel, which could be
helpful in revealing the underlying mechanic of the method,
and could be better for practical application.
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This paper presents a novel color face recognition algorithm by means of fusing color and local information. The proposed algorithm
fuses the multiple features derived from different color spaces. Multiorientation and multiscale information relating to the color
face features are extracted by applying Steerable Pyramid Transform (SPT) to the local face regions. In this paper, the new three
hybrid color spaces, YSCr, Z"SCr, and B"SCr, are firstly constructed using the Cb and Cr component images of the YCbCr color
space, the S color component of the HSV color spaces, and the Z" and B" color components of the normalized XYZ color space.
Secondly, the color component face images are partitioned into the local patches. Thirdly, SPT is applied to local face regions and
some statistical features are extracted. Fourthly, all features are fused according to decision fusion frame and the combinations of
Extreme Learning Machines classifiers are applied to achieve color face recognition with fast and high correctness. The experiments
show that the proposed Local Color Steerable Pyramid Transform (LCSPT) face recognition algorithm improves seriously face
recognition performance by using the new color spaces compared to the conventional and some hybrid ones. Furthermore, it
achieves faster recognition compared with state-of-the-art studies.

1. Introduction

Color information of face images is very important for face
recognition [1]. In [1-3], it was demonstrated that facial color
features could drastically improve recognition performance
compared with gray based cues. The RGB color space consists
of a combination of the red, green, and blue components of
images. The other color spaces are derived from RGB color
spaces by linear or nonlinear transformations. Many recent
works about face recognition have used the different color
spaces in order to improve the recognition performance [1-
8].

Two normalized hybrid color space methods were devel-
oped in [5]. In [6], the conventional color spaces such as
HSV, RGB, and YCbCr were evaluated comparatively with
respect to each other and with respect to gray space by using
Principal Component Analysis (PCA). In [7], a question of
what kind of color space is suitable for color face recognition
was surveyed and a set of optimal coeflicients to combine the

R, G, and B color components by a discriminant criterion
was found. In [8], a new hybrid color space combining
the RGB and YIQ color spaces was proposed. The results
revealed that the hybrid color space is more powerful than
gray space and even more than RGB color space. Some
authors generated a new color space as RCrQ by taking the
R, Cr, and Q color components of RGB, YCbCr, and YIQ
color spaces into consideration sequentially in [9]. In this
approach, Gabor Transform, Local Binary Patterns (LBP),
and Discrete Cosine Transform (DCT) were applied to the
R, Cr, and Q chromatic component images, respectively. All
information obtained from the three color component images
was fused by weighed sum rule. In [10], a new Discriminative
Color Features (DCF) method was presented on the RGBr
color space obtained by means of subtraction of the primary
G and B color component images from primary R component
image. In [1], Canonical Correlation Analysis (CCA) was
presented for face feature extraction and recognition. In [11],
Gabor wavelet and LBP were individually applied to RCrQ
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FIGURE 1: Block diagram of pyramid decomposition [12].

color space and normalized ZRG color space proposed in
[5] and the outputs of each classifier were combined by the
feature fusion and the decision fusion. Although there are
many studies, to determine the best hybrid color space is still
a challenging problem for face recognition.

This paper evaluates different hybrid color spaces for
improving face recognition performance by proposing Local
Color Steerable Pyramid Transform (LCSPT) algorithm.
Steerable Pyramid Transform (SPT) is a linear multiscale,
multiorientation image decomposition technique [12]. SPT
aims to represent the original image at different resolutions.
Thus, the face image is analyzed by enhancing and isolating
image features. SPT was successfully applied on gray images
for face recognition in [13].

In color face recognition, the novelties presented in this
paper are three fold.

(1) Firstly, an effective color feature extraction algorithm
that increases the performance of face recognition by using
SPT is proposed. In the algorithm, the features relating to
each color component of color face images are extracted by
using SPT at different angles and different scales.

(2) Secondly, three novel hybrid color spaces are pro-
posed.

(3) Thirdly, a group of classifiers is applied to the efficient
feature set obtained by using SPT with respect to decision
frame. In this study, the Extreme Learning Machines (ELMs)
for Single Layer Feed-forward Neural Networks (SLFNNs)
are developed as an efficient classification method in color
face recognition area. SLFNNs have been widely used in
face recognition due to their approximation capabilities for
nonlinear mappings using input samples. The weights and
biases parameters of SLENNs are usually iteratively adjusted
by gradient-based learning algorithms. The past studies in the
field of face recognition show that they are generally very slow
due to improper learning steps or may easily converge to local
minima and they need a number of iterative learning steps in
order to obtain better learning performance [14-18]. To get
rid of these limitations of SLFNNS for color face recognition
in this paper, ELM proposed by Huang et al. [14] is suggested

and the combination of ELM and SPT are used. In ELM, the
weights of hidden nodes and biases are randomly chosen and
output weights are analytically determined. ELM reaches to a
good generalization performance in an extremely fast period
[18]. ELM has been successfully applied to face recognition
area [19, 20]. Also ELM has not been applied together with
SPT in the face recognition literature. In this study, ELM
and SPT were applied to color face recognition the first time.
Comparative and extensive experiments have been illustrated
to present the effectiveness of a new algorithm on the color
FERET database [21] and the AR database [22].

The rest of this paper is organized as follows. In Section 2,
SPT is shortly introduced. The basic architecture of ELM clas-
sifier is presented in Section 3. In Section 4, the types of
color spaces are introduced. Section 5 describes the proposed
LCSPT face recognition algorithm. In Section 6, the compar-
ative experimental results are illustrated. The paper is con-
cluded in Section 7.

2. Steerable Pyramid Transform

The Steerable Pyramid is a multiorientation, multiscale image
decomposition method proposed by Freeman and Adelson
as an alternative to wavelet transform [12]. In SPT, an
image is decomposed into noncorrelated frequency subbands
localized in different orientations at different scales. The
transform has steerable orientation subbands and a tight
frame referred to as self-inverting. Steerable function means
that it can be represented as a linear combination of rotated
versions of itself. Self-inverting transform means that the
synthesis function is the same as the analytical function.
The combination of these two properties results in that the
subbands become invariant from translation and rotation.
As shown in Figure 1, the input image is firstly decom-
posed into a highpass subband using a nonoriented highpass
filter Hy(w) and then into a lowpass subband using a narrow
band lowpass filter L (w). Afterwards this lowpass subband
is decomposed into K-oriented portions using the bandpass
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filters B (w) (k = 0,1,...,K — 1) and into a lowpass
subband L, [12]. The decomposition is done recursively by
subsampling the lower lowpass subband. The small black
boxes represent decomposed subband images. 2| and 27
indicate downsampling and upsampling by a multiplier of 2
along the rows and columns. Recursive steps extract different
directional information at a given scale J.

The lowpass filters and highpass filters are defined in the
Fourier domain by [12]

Lo(r,B):L<§,6),
1
Ho(r,G):H<g,6>, :

where r and 0 are the polar frequency coordinates. Consider

T 4r n s
2cos(—log2(—>), —<r<—
2 T 4 2
2 >E
L(r,0) = =7
(2)
0 rsz
2
Bk(r,9)=H(1’)Qk(9), ke[O,K—l],

where B, (1, 0) represents the K-directional bandpass filters
used in the recursive steps with radial and angular parts,

defined as
T 2r T T
o (o () Tr <
T
H(T)— 1 TZE
0 r<E )
T4
(K- [ ( nk)]K_l
0)= ————— 0-— .
Qi (0) RGE-D 2 cos <

Figure 2 shows all filtered images at 3 scales (128 x 128,
64 x 64, and 32 x 32) and 4 orientation subbands (-7/4, 0,
7/4, and 7/2) on R component image of a cropped original
FERET image. The SPT can locally detect the multiscale
edges of facial images [13]. Detected features are noticeable
by the first visual area of human visual cortex. In SPT, the
lowest spatial-frequency subbands include distinctive edge
information, whereas the higher spatial-frequency subbands
contain finer edge information. The SPT coefficients consist
of much redundant or irrelevant information. A suitable
combination of these subbands can provide superior results.
In [23], facial expression recognition was carried out by using
only one subband.

3. Extreme Learning Machine

The architecture of a simple conventional ELM proposed by
Huang et al. [14-18] which is shown in Figure 3 is similar
to SLENNs with M hidden neurons and common activation
functions.

FIGURE 2: Steerable Pyramid Transform (K = 4 and J = 3) on R
component of a cropped original color FERET image.
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p input
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FIGURE 3: A simple ELM architecture.

Suppose we have a set of N arbitrary distinct samples
(x;, y;) where x; = [x;;, X5, - ... ,x,»p]T € R’ isa p-dimensional
input vector and y; = [¥i» Vigr---> Viml. € R™ is an
m-dimensional output vector. The input-output relation of
a conventional ELM with M hidden nodes and activation
function g(x) has the form

M M
Y Big(x) =Y Big(wi-xi+b) =0 k=1,...,N, (4)
i=1 i=1

where w; = [w;;, wy,..., wip]T € RP means the weights
between the inputs nodes and an ith hidden node, f3; =
[Bits Bizs---> Bim] - € R™ means the weights between an ith
hidden node and output nodes, and b, means the threshold of
an ith hidden node.

The conventional ELM in (4) can approximate N samples
with zero error by satisfying

N
> llox = il =0 (5)
k=1

or
M
N Bg(w-x+8) =y ke{l2,...N}. (6)
i=1

The output of ELM can be written more compactly in
matrix form as

GB =Y, 7)



where

G(w,...

S by by Xy X))

gw-x +b) - g(wyx, +by)

>

g(wy-xy+by) - g(wy-xy +by) NxM

Bi= [ﬁil’ Bz ﬂim]TMxm’

T
Y= [y ¥ 0N

Nxm*

(8)

In (8), G is the hidden layer output matrix of ELM and g
is infinitely differentiable activation function; the number of

hidden nodes is chosen as M < N. Here, the @,-,l?i, ﬁ (i=

1,..., M) parameters of conventional SLENN are adjusted by
solving the primal optimization problem:

|G (@y.... 0 by ... i) B- Y|
9)
by) B

:ur)ngr;3 IG(w; »...,wpp by ...

The objective function for optimization problem in (9) is
expressed as

N M 2
EZZ( ﬁig(wi'kafbi)_;Vk) . (10)
k=1 \i=1

The parameters are optimized by calculating the negative
gradients of objective function in (10) with respect to w;, b;, f3;.
Consider

oW’

The accuracy and learning speed of gradient based
method particularly depend on the learning rate, 7. Small
learning rate provides very slow convergence, whereas a
larger learning rate exhibits the bad local minima effect.
ELM uses minimum norm least-square solution to get rid
of these limitations. The weight and bias values of ELM are
randomly assigned unlike SLFNNs. Output weights of ELM
are analytically determined through a generalized inverse
operation of the hidden layer weight matrices, since the
learning problem is converted into a simple linear system.
So it is obtained extremely fast with better generalization
performance than those of traditional SLFNN for hidden
layers with infinitely differentiable activation functions. The
final ELM achieves not only the smallest training error but
also the smallest generalization error thanks to the obtained
smallest norm of output weights similar to Support Vector
Machines (SVM) [24].

For randomly fixed weights in the hidden nodes, the
learning of ELM is equal to a least-square solution in (9).
G is a nonsquare matrix for M <« N. ELM represented by
the linear system in (7) gives a norm least-square solution as

ﬂA =G'Y = (GTG)flGTY, where G* is the Moore-Penrose
generalized inverse of matrix G. The smallest training error is
achieved by using

(1)

J Jj-1

|6B-Y|=lea"y ~Y| =min|G-Y]. a2
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The performance of ELMs having different activation
functions has been presented for both regression and classifi-
cation in [14-18]. In this paper, we are interested in the ELM
classifiers with a sigmoid activation function.

4. Hybrid Color Spaces for Face Recognition

The hardware-oriented models including digital image pro-
cessing commonly use RGB color space. Each pixel of a
color image is represented in the hardware as binary values
for the red, green, and blue color components. Different
color spaces are used for different applications. Hence, the
RGB color space can be converted to the desired color
space by using the values in some formulation with respect
to the application. The color components of RGB color
space have largely correlation with each other. Hence the
conventional color spaces such as YIQ, YCbCr, L*a*b*, and
HSV are more effective than original RGB color space at face
recognition. In this paper, we investigated the color spaces in
the literature and their hybrid color component combinations
and their color component combinations for improving face
recognition performance.

The HSV (hue, saturation value) color space is defined as
follows [25]:

0 iftB<G
H= {360—9 if B>G
3 . (13)
S=1- m [mm(R,G,B)] 5
V =max (R,G, B),
where
0 = cos! 05[(R-G)+ (R-B)] (14)

1/2

[(R-G)* +(R-B) (G- B)]

In this color space, hue (H) is a measure of the spectral
composition of a color, saturation (S) shows the relative purity
or the amount of white light mixed with a hue, and value (V)
refers to the luminance of the image. This model is commonly
used for face detection and skin detection [26-28].

The YCbCr color space is given by [29]

Y 0.257 0.504 0.098 R 16
Cb| =]-0.148 -0.291 0.439 G|+ |[128(, (15)
Cr 0.439 -0.368 -0.071| | B 128

where Cb and Cr are chrominance components and Y is
separating luminance component. This space is effective for
skin color segmentation and face detection [26-28, 30].

The YIQ color space is computed by

Y 0.299 0.5870 0.1140 ][R
I|=105957 -02745 -0.3213 | |G|, (16)
Q 0.2115 —-0.5226 —0.3111 | | B
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where I stands for in-phase and Q stands for “quadrature”,
which is based on quadrature amplitude modulation. Con-
sider

X 0.607 0.174 0.2007] [ R
Y |=1]0299 0587 0.114||G]|. 17)
Z 0.000 0.066 1.116 | | B

The L*a*b" color spaces are defined based on the XYZ
tristimulus values by the following equations:

Y \'? Y
116(—) - 16 if — > 0.008856

L* — Yn Yn
if — <0.008856

w(f) o
oo (1(2)-1(3),
ome(1(7)-4(2)

where X,, Y,, and Z, are the tristimulus values of the
reference white point. Consider

3 if +> 0.008856

t) = 19
o) * 16 if +<0.008856. (19)

The L*a*b" color space corresponds to brightness rang-
ing from black (0) to white (100). a* component corresponds
to the measurement of redness (positive values) or greenness
(negative values). b* component corresponds to the measure-
ment of yellowness (positive values) or blueness (negative
values). This color space was effectively used for color face
expression recognition in [31].

The normalized XYZ and RGB color spaces are obtained
by using the across-color-component normalization tech-
nique in [4]. In this paper, the normalized XYZ and RGB
color spaces are names as XYZ-n and RGB-n, respectively.
The normalized color components, X, Y, Z, R, G, and B are
named as X", Y", Z", R", G", and B", respectively. XYZ-n and
RGB-n color spaces are defined as

X"] [ 06070 0.1740 0.2000 ][R

Y" | = | -0.0901 03631 -02730 |G|,

z" ~0.4600 —0.1986 0.6586 | | B
- o (20)
R"] [ 1 0 0 J[R]
G"|=|-05774 07887 -02113||G

| B"| |[-05774 -02113 0.7887 | | B |

In [10], a simple effective model was generated by means
of the subtraction of primary colors with respect to Ockham’s
razor principle. In this paper, the color space is named as
RGB-r. The color components, G and B, are named as Gr and
Br, respectively. Consider

Rr 10 0][R
Gr|l=|1-1 0||G], 21
Br 1 0 -1||B

Generally, the HSV and YCbCr color spaces are the
best color spaces used for skin detection and face detection
[3, 26-28, 30, 31]. The R component images have fine face
region [32]. The Cr and Cb component images contain partial
face contour information [9]. The S and V components are
the powerful component images for color face recognition
[6, 29], whereas RIQ color space [8], RCrQ color space [9],
RGB-r color space [10], and ZRG-n color space consisting of
the color components of XYZ-n and RGB-n color spaces [11]
have been powerful color spaces for face recognition.

5. Feature Extraction for Color
Face Recognition

This section details the novel color feature extraction and
multiple feature combination methods for the proposed
LCSPT face recognition algorithm. The algorithm incorpo-
rates features such as local spatial information and color
information for improving face recognition performance.
The color information is obtained by using novel hybrid
color spaces derived from six conventional color spaces, RGB,
YIQ,YCbCr, XYZ, HSV, and L*a*b" and three hybrid color
spaces, the RGB-n [5], XYZ-n [5], and the RGB-r [10]. The
hybrid spaces in this paper are constructed by 3 components
as in [33]. So the dominant features of each component image
are merged.

Mlustration of the proposed LCSPT face recognition
algorithm is given in Figure 4. The algorithm is applied in five
steps.

(1) In this paper, new three color spaces, YSCr, Z"SCr,
and B"SCr are constructed. The new hybrid color
spaces consist of the Cb and Cr component images
of the YCbCr color space, the S color component
of the HSV color spaces, and the Z" and B” color
components of the normalized XYZ color space.

(2) Each component contrast is enhanced and divided
into local partitions by an efficient pixel number. An
efficient pixel number is determined by taking the
resolution of face image into consideration.

(3) By applying SPT at a specific scale and a specific
orientation to each local image portion, the statistical
features such as mean, entropy, and variance of the
local face images are extracted.

(4) The group of ELM classifiers is employed to classify
the statistical features relating to the color component
images of each subband. A decision fusion system
combines local decisions from each classifier in the
group into a single decision. The combination is
implemented by a product decision rule to generate
a fused decision vector [34].

6. Experiments and Results

This section evaluates the effectiveness of the proposed
LCSPT algorithm on possibly the most representative exam-
ples of color face recognition. We used the color FERET
database [21] and the AR database for experiments [22].
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FIGURE 4: The block scheme of the proposed LCSPT algorithm.

The experiments cover a wide range of facial variability and
moderately controlled capturing conditions: facial expression
(AR and color FERET), illumination changes (AR and color
FERET), aging (color FERET), and slight changes in pose
(color FERET). Experiments performed were using a single
sample per class for color FERET database as well as more
than one sample per class for the AR database.

In color FERET database, we centered all face images with
respect to their ground truth face coordinates in [21] cropped
and scaled to 128x128 pixels resolution. We used the cropped

AR face images in [35]. In particular, we applied SPT at 3
scales (128 x 128, 64 x 64, 32 x 32) and 4 orientation subbands
(-m/4, 0, m/4, m/2) to the cropped images. The highpass
subband is labeled as HS in all tables. In experiments, all
subbands relating to only the first scale were used since the
results of the first scale were better than the others. If the other
scales were used for the face recognition, the recognition
performance might increase too. However, the computation
complexity will increase since the input space dimension will
grow. We tried many efficient pixel numbers such as 4 x 4,
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FIGURE 5: Sample images for one subject of the AR database. The images of (a) neutral expression, (b) smile, (c) anger, (d) scream, (e) left
light on, (f) right light on, (g) all sides with light on, and the images of (h)-(n) under the second session.

16 x 16, and 32 x 32. We obtained the best performances
for both datasets by using an efficient pixel number of 8 x
8.

All the experiments are run on a personal notebook
computer with 2.4-GHz Intel(R) Core(TM)2 Duo processor,
3 GB memory, and Windows 7 operation system. Compar-
ative studies of ELM, SVM, k-Nearest-Neighbors (k-NN),
and Feed-forward Neural Networks (FNNGs) for the proposed
LCSPT face recognition algorithm are carried out. In order
to validate both the classification accuracy and the training
and testing speeds of SVM, MATLAB interface LIBSVM 2.83
software implementing Sequential Minimal Optimization
algorithm, decomposing the overall QP problem into QP
subproblems, http://www.csie.ntu.edu.tw/~cjlin/libsvm, was
used [36]. The values of kernel and regularization parameters
were selected taken as 1/(20?) = [24,2%,22,...,27 % and C =
[212, 21 210 272, respectively. 15 x 15 = 225 combina-
tions of the parameters were generated. The best combination
was searched [36, 37]. The parameters exhibiting the best 10-
fold cross-validation accuracy on the training dataset were
accepted as optimal ones as in [24, 36, 37]. 10-fold cross-
validation divides the training set into 10 subsets of equal size,
and sequentially one subset is tested using the classifier that
was trained on the remaining 9 subsets.

ELM, having fast learning and testing speed, allows us
to repeat the experiments several times. We changed hidden
neuron number of ELM with sigmoid activation function
to find the best number. We firstly took as 10 and then
increased to the input sample size by the increasing step of
2. We searched ELM with the best correctness. ELM gives
better results for large hidden neuron number [15]. On the
other hand, an FNN can give good results for small hidden
neuron number. The hidden neuron number of the FNNs
with sigmoid function was determined in a range from 10
to the input sample size by steps of 2. The FNNs were
trained using the conjugate gradient learning algorithm for
500 epochs. For k-NN, we changed the neighbor number

from 1 to 5. We run every experiment for each classifier 10
times. Average results are reported in tables.

In addition, we compared the performance of our LCSPT
face recognition algorithm with those of color Local Binary
Decision (LBD) method in [38] and Local Color Vector
Binary Patterns (LCVBP) method in [39]. We used the
MATLAB source codes available in [38, 39]. For LBD, we
used the local standard deviation filter with a window size
of 7 x 5 pixels for a normalization window size of 80 x 90
with respect to the recommendations in [38]. For LCVBP, we
rescaled to the size of 112 x 112 pixels and then divided into
the local regions with the size of 18 x 21 pixels as in [39]. Our
method performed the best recognition performance in all
experiments.

We also tried the feature fusion frame for our algorithm.
Decision fusion has slightly better performance with respect
to the feature fusion in many subbands. The results relating to
the feature fusion frame are not included in the tables in order
not to corrupt the completeness of the paper. In addition,
the feature fusion frame is used together with the dimension
reduction techniques in general because it has a large number
of features. This also means an additional computational
cost. If the dimension reduction techniques are not used, the
feature fusion frame requires large computational time.

6.1. Evaluation of Proposed LCSPT on AR Database. The AR
database [22] contains over 4,000 frontal view color face
images of 126 subjects (76 men and 56 women). Each subject
has up to 26 images taken in two sessions, separated by
two weeks. Each session contains 13 images with different
facial expressions, lighting conditions, and occlusions. The
images of 100 subjects were used in our experiments [35].
Figure 5 shows the image samples relating to one person
in the AR database used in our experiments. The images
consist of neutral expression, smile, anger, scream, left light
on, right light on, and all sides light on for both sessions under
the same conditions. We planned two experiments on the
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FIGURE 6: A subject of the AR database and its color component images.

AR database in order to study the robustness of the LCSPT
face recognition algorithm. In the first AR experiment, we
contained only the variation of facial expressions. We used
four images (a)-(d) of session 1 for training and three images
(i)-(k) of session 2 for testing. In the second AR experiment,
we included both illumination variations and expression
variations. We used seven images (a)-(g) of session 1 for
training and seven images (h)-(n) of session 2 for testing.

We did not consider the occluded face recognition in each
session.

Firstly, the performance of our algorithm on 24 color
components (R, G, B,H,S,V,Y,Cb,Cr,Y,1,Q, X, Z,L",a",
b*. X", Y", 2", B",G", Gr, and Br) of the 9 color spaces (RGB,
HSV,YCbCr,YIQ,XYZ,L"a"b*,RGB-n[5], XYZ-n[5],and
RGB-r [10]) is constructed. The color component images of
the evaluated color spaces are shown on an image belonging
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TABLE 1: Performance comparison in color component images of LCSPT-ELM face recognition algorithm: the AR database.
exl ex2
HS - /4 0 /4 /2 HS - /4 0 /4 /2
R 90.97 95.13 94.44 87.50 94.44 91.96 91.07 91.36 86.30 91.36
G 91.66 94.44 93.05 90.97 93.05 90.77 91.66 91.66 85.71 91.07
B 91.66 91.66 93.13 92.64 94.11 93.75 93.15 93.75 91.07 94.04
Y 93.75 94.44 93.05 91.66 94.44 94.04 93.75 94.64 90.47 94.04
Cb 86.11 90.97 90.97 86.11 91.67 85.71 89.28 90.17 87.20 92.26
Cr 86.80 92.36 93.75 88.19 93.05 86.90 92.55 91.66 88.39 92.26
S 89.58 91.66 95.83 90.97 94.44 90.17 94.34 94.94 89.58 94.94
H 85.41 82.63 84.02 75.00 90.27 87.20 85.41 86.30 77.08 86.90
|4 90.97 93.05 90.97 87.50 90.97 88.09 86.60 86.90 83.63 88.09
Y 90.97 93.05 93.75 87.50 92.36 91.36 92.26 92.85 88.69 92.26
I 88.89 90.27 95.13 90.27 91.66 87.20 94.04 93.75 88.09 91.36
Q 74.30 7777 82.63 74.30 81.25 71.42 74.10 80.95 74.70 76.78
L 91.66 95.13 93.05 90.97 93.75 91.07 94.04 93.15 89.88 93.75
a* 82.63 90.27 92.36 86.80 90.97 83.63 88.98 91.66 84.52 87.50
b* 93.62 90.68 92.15 92.15 92.15 85.71 89.28 91.36 84.82 90.47
G" 90.97 92.36 93.75 88.88 94.44 91.36 92.55 92.26 88.39 92.26
B" 93.05 92.36 96.52 91.66 93.75 92.85 93.45 94.64 90.47 93.15
X" 92.36 94.44 94.44 90.27 94.44 94.04 93.75 94.04 90.77 93.75
Y" 87.50 89.58 90.97 86.80 88.19 89.28 88.98 91.66 86.90 89.88
z" 90.97 92.36 96.52 92.36 94.44 93.45 93.15 94.04 90.47 94.04
X 89.58 94.44 93.75 86.80 90.97 90.47 92.55 92.26 88.69 92.85
V4 92.36 93.05 95.13 88.19 93.75 92.85 92.55 92.26 88.09 93.45
Gr 85.41 92.36 94.44 87.50 92.36 82.73 93.75 90.17 86.30 89.28
Br 89.58 92.36 92.36 88.88 94.44 87.79 91.36 93.45 87.79 94.94

Bold values mean the color components with correctness over 90% for all subbands and the subbands with the highest correctness.

to the AR database as in Figure 6. Table 1 presents our results
on 24 color component images. The left side of Table 1 lists
the results of AR experiment 1. These results indicate that
the correctness at all subbands for G, B, Y, L*, B", X", and
Z" color components are over 90%. However, the correctness
of the other color components is below 90% in one or many
subbands. Taking into consideration all the subbands for the
G,B,Y,L*,B", X", and Z" color components, we observe the
best results on the Y color component for HS subband, the
L* color component for —r/4 subband, the Z" and B” color
components for 0 subband, B for /4 subband, and the Y,
Z", and X" color components for 77/2 subband. From these
results, we conclude that the results of the Y, L*, Z", B", and
B color components are better than the G color component
and even the others for facial expression experiment. In
the case of an experiment including the variation of facial
expression, Z" and B" color components are the best in
the color components with respect to the correctness in the
their subbands since the fusion of the subbands with high
correctness will provide a higher correctness.

The right side of Table 1lists the results of AR experiment
2. These results indicate that the correctness at all subbands
on only B, Y, B", X", and Z" color components is over
90%. Taking all the subbands for B, Y, B", X", and Z" color
components into consideration, we observe the best results
on Y and X" color components for HS subband, Y and

X" color components for —m/4 subband, Y and B" color
components for 0 subband, B for 77/4 subband, and Y, B and
Z" color components for 7/2 subband. From these results,
we conclude that Y color component is specifically better
than the others for the experiment including illumination
experiment. The results correlate with the literature [26-
28, 30]. From all the results in Table 1, we infer that the color
components, Y, Z", B", X", and B can be used to obtain an
acceptable good performance in both experiments. Hence, we
can give our priority to these components in an experiment
including the variation of illumination.

We compared our new three hybrid color spaces to 9 color
spaces of RGB, HSV, YCbCr, YIQ, XYZ, L*a*b", RGB-n [5],
XYZ-n[5], and RGB-r [10] and the hybrid color space of RIQ
[8], RCrQ [9], and ZRG-n [5] and presented advantages with
respect to the conventional RGB color space. In order to make
our results clearer, we give only the best hybrid color spaces
although we tried all combinations of 24 color components.
Table 2 shows the recognition correctness of all hybrid color
spaces. Specifically, we obtained that the hybrid color spaces
generated by using the S and Cr color components combined
together with the Y, B", X", B, and Z" color components
improve more effectively the face recognition performance.
For two AR experiments, the results of the YSCr, B"SCr,
and Z"SCr hybrid color spaces outperform those of the
powerful conventional color spaces, the other color spaces
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TABLE 2: Performance comparison in different hybrid color spaces of LCSPT-ELM face recognition algorithm: the AR database.
exl ex2
HS —m/4 0 /4 /2 HS —m/4 0 /4 /2
RGB 9772 98.41 97.02 96.33 97.02 96.78 97.08 96.28 94.40 97.08
HSV 95.25 96.61 94.72 95.64 94.69 93.51 94.58 97.58 95.59 93.98
YCbCr 95.63 98.41 97.71 94.94 98.41 95.88 98.26 97.07 94.39 97.07
YIQ 96.33 97.02 97.72 95.64 96.33 95.88 97.07 97.67 95.88 96.78
XYZ 94.24 95.63 96.33 90.77 96.33 93.50 94.99 94.39 90.23 94.99
L*a"b” 94.02 99.01 97.02 97.41 98.41 96.78 98.16 97.37 95.98 98.08
RGB-n [5] 93.75 96.82 97.71 95.64 95.69 94.99 97.85 97.37 94.99 97.07
XYZ-n[5] 93.55 97.02 97.72 95.64 97.72 94.99 95.59 95.59 92.91 95.29
RGB-r [10] 94.25 97.02 97.72 95.64 97.72 94.69 98.56 97.37 94.10 97.97
RIQ [8] 94.94 97.71 97.71 96.33 98.41 94.39 96.18 95.88 93.80 95.88
RCrQ [9] 96.33 97.72 97.72 95.64 98.41 94.69 96.28 96.18 93.80 96.18
ZRG-n [5] 97.02 97.72 97.02 94.94 97.02 96.18 96.48 97.37 94.10 98.26
YSCr 96.33 99.11 99.80 97.72 99.11 96.78 98.86 96.26 96.78 99.45
B"SCr 95.64 99.11 99.80 97.02 99.11 97.07 99.16 98.56 96.78 99.16
Z"SCr 95.64 99.11 99.80 98.41 99.11 96.18 99.16 98.56 96.78 99.16

Bold values specify the hybrid color spaces and their subbands with the highest correctness.

TaBLE 3: Comparison of training time, testing time, and correctness of LCVBP, LBD, and LCSPT-ELM: the AR database.

exl

Training time (s)  Testing time (s)

Correctness rate (%)

ex2

Training time (s)  Testing time (s) ~ Correctness rate (%)

LCVBP [39] 5850.12 5320.45 98.01
LBP [38] 3826.01 — 98.23
LCSPT-ELM 544.86 360.27 99.80

10350 7750 97.56
3795.91 — 98.12
602.52 358.08 99.16

TABLE 4: Comparison of parameter adjusting time and testing time of k-NN, FNN, SVM, and ELM: the AR database.

exl ex2
a djuf;?irzglteizre ) Testing time (s) Best parameters a djui?irli;ngzre s) Testing time (s) Best parameters
k-NN 43 0.12 k=2 10.27 0.38 k=2
SVM 119 0.28 @271 508.12 1157 @2
ELM 12.79 0.034 N =104 82.54 0.080 N =122
FNN 1875 0.028 N=44 11494 0.032 N =54

and the individual color components such as R, G, Y, and Z".
Moreover, we obtained the best results with the correctness
of 99.45 in the YSCr hybrid color space. On the other hand,
if one wants to have the higher correctness for each color
component or each color space in Table 1 and Table 2, then
all their subbands could be fused by the decision or feature
fusion method [13, 20] in terms of more computational
complexity.

In Table 3, we compared our results on the YSCr hybrid
color space to LBD method in [38] and LCVBP method [39]
in terms of the training time and the testing time and the
recognition correctness. As can be seen from these results,
our LCSPT-ELM face recognition algorithm is the best one
in computing time especially. Moreover, the correctness of
LCSPT-ELM outperforms the others.

We also compared the parameter adjusting time, the
testing time, and correctness of SVM, k-NN, FNN, and
ELM. Figure 7 shows the correctness of all classifiers. ELM
outperforms the others in terms of the correctness. In Table 4,
the results on the Y color component image are given. FNN
is the most time consuming method in with regard to the
parameter adjusting time, but FNN has the shortest testing
time due to the high compact network architecture [15]. The
parameter adjusting time of k-NN is the fastest, however, its
performance and testing time are worse than that of the ELM
for both AR experiments. The advantage of ELM is obviously
seen by taking both the correctness and training time into
consideration. ELM runs around 6 times faster than SVM
and 130 times faster than FNN. After the parameter adjusting
process we obtained the optimum parameters for the AR
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FIGURE 7: Performance comparison for k-NN, ELM, FNN, and SVM classifiers: AR database: (a) Experiment 1 and (b) Experiment 2.

experiments. The hidden neuron number of FNN and ELM,
neighbor number of k-NN, and (C, 1 /(26?)) parameters of
SVM are given in Table 4.

6.2. Evaluation of Proposed LCSP on Color FERET Database.
The FERET database consists of 11,388 color facial images
obtained from 994 subjects being captured in the course
of 15 sessions. The images have a resolution of 512 x 768
pixels. The database is very challenging due to significant
appearance changes in the individual subjects in terms of
aging, facial expressions, glasses, hair, moustache, nonuni-
form illumination variations, and slight changes in pose. The
database is divided into five subsets: fa, fb, fc, dupl, and
dup2. fa subset contains one frontal view per subject and
in total 1196 subjects. We conducted single-sample-per-class
face recognition experiments on the color FERET database
[21]. The FERET evaluation methodology requires that the
training processing be carried out using only the fa subset.
We selected a subset of color face images of 204 persons.
Their ground truth face coordinates are available in the color
FERET database. We generated the training set by only single
image portrait images consisting of 204 people from fa subset,
whereas testing set was from the fb subset and the dup 1
subset. Figure 8 shows some sample images relating to the
subsets of fa, b, and dupl of the color FERET database used
in our experiments.

The left side of Table 5 shows the results on the fb subset
of color FERET database. We observe the best results on the
B, color component for HS subband, the S color component
for —m/4 subband, the Y, X, and I color components for 0
subband, Cb color component for 77/4 subband, and the Band
Z" color components for 7r/2 subband. From these results, we

conclude that Br, S, Y, X, I, Cb, B, and Z" color components
are especially better than the others. The right side of Table 5
shows the results on the dup I subset of the color FERET
database. As we can see from the right side of Table 5, the
best color components are the G, I, Y, and Z". If we search
the best color components in Table 5 for both experiments
on color FERET database, we can observe that the Y, Z",
and I color components can achieve good correctness for
expression, illumination, and aging experiments.

From Table 6, it can be observed that the best hybrid color
spaces for both the fb subset and the dupl subset are YSCr,
B"SCr, and Z"SCr. Taking both the AR database and the
color FERET database into consideration, we infer a result
that the Y and Z" color components and the YSCr, B"SCr,
and Z"SCr hybrid color spaces are very effective for our face
recognition algorithm.

The comparison results for the YSCr hybrid color space
are described in Table7. It is shown that the proposed
LCSPT-ELM outperforms in terms of computing time and
recognition correctness. In this paper, the extracted feature
number is very small because only 3 features for each local
portion of the color component of each image are used. Nat-
urally, training and testing time are very small. On the other
hand, the feature number can be reduced by the dimension
reduction techniques such as PCA and LDA. Therefore, the
computational complexity can be more reduced.

Table 8 shows the average results of LCSPT face recog-
nition algorithm using k-NN, FNN, SVM, and ELM on the
Y color component image. Figure 9 depicts the results of
LCSPT face recognition algorithm on the YSCr hybrid color
space. From Table 8 and Figure 9, we observe that the ELM
outperforms the other classifiers.
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TABLE 5: Performance comparison in the color component images of LCSPT-ELM face recognition algorithm: the color FERET database.

fb set dupl set

HS —m/4 0 /4 /2 HS -m/4 0 /4 /2
R 91.19 93.15 91.68 89.72 91.68 73.35 71.88 74.82 72.37 73.35
G 91.19 91.68 94.13 92.66 93.64 78.25 72.37 7727 69.43 73.84
B 92.66 92.66 94.13 93.64 95.11 70.90 71.39 71.39 68.45 74.82
Y 91.70 92.66 95.64 91.19 93.64 72.86 70.90 84.39 75.39 74.82
Cb 94.62 92.17 94.62 95.11 94.62 69.92 64.03 73.35 61.09 73.84
Cr 93.64 93.15 93.15 89.72 92.66 75.80 75.31 79.72 67.47 77.27
S 90.70 95.60 95.11 94.13 96.09 70.41 69.43 70.90 72.86 77.27
H 92.66 91.19 91.68 87.27 93.15 69.43 62.56 69.92 55.70 65.50
\4 87.76 92.66 92.17 90.21 91.68 69.43 73.84 74.82 71.88 74.82
Y 89.72 92.66 94.62 91.19 94.13 71.39 72.37 76.29 74.82 76.78
I 92.66 93.64 95.64 93.15 94.62 76.29 77.76 80.21 72.37 82.17
Q 73.05 74.03 76.98 75.50 76.98 49.82 53.25 56.19 52.76 55.21
L 92.17 92.17 93.64 91.68 93.64 73.35 71.88 70.90 70.41 73.35
a* 93.64 91.68 90.21 90.70 93.64 74.82 69.43 76.78 63.05 76.78
b* 94.62 91.68 93.15 93.15 93.15 66.49 65.50 71.88 66.49 72.86
G" 93.15 92.66 93.64 91.19 94.13 70.41 69.43 74.33 66.49 71.88
B" 91.70 92.66 94.13 92.17 93.15 68.94 69.92 70.41 68.94 75.31
X" 91.68 93.15 93.64 91.19 92.17 73.84 70.90 69.92 69.43 74.82
Y" 91.68 89.23 89.23 89.72 91.19 71.39 65.01 70.41 60.60 69.92
z" 92.17 91.68 94.62 92.17 95.11 69.92 68.45 73.35 68.45 83.29
X 90.21 93.64 95.64 91.19 92.66 69.43 72.37 76.78 75.37 76.78
VA 88.74 92.66 94.13 90.21 93.15 66.00 67.47 73.84 69.92 73.84
Gr 92.66 92.17 92.66 90.70 94.13 74.82 72.86 76.78 65.50 77.27
Br 96.58 95.11 94.13 94.13 93.64 72.85 74.33 75.80 71.88 7776

Bold values specify the color components and their subbands with high correctness.

TABLE 6: Performance comparison in different hybrid color spaces of LCSPT-ELM face recognition algorithm: the color FERET database.

fb set dupl set
HS /4 0 /4 /2 HS /4 0 /4 /2
RGB 97.79 97.790 97.30 96.81 96.81 76.86 73.92 74.41 73.43 75.88
HSV 90.42 96.850 97.71 93.34 95.92 80.32 80.34 80.24 78.11 85.17
YCbCr 99.26 97.30 98.77 98.28 98.77 82.74 84.70 84.70 81.27 84.21
YIQ 96.32 97.30 98.77 96.32 97.79 75.88 77.35 82.25 76.86 80.29
XYZ 91.42 94.85 96.81 93.38 96.32 70.00 72.94 76.86 75.88 78.33
L*a*b" 92.12 97.88 97.30 9717 98.81 80.74 83.23 83.41 82.43 84.84
RGB-n [5] 93.89 94.85 97.83 93.87 95.32 80.68 84.70 83.23 80.80 79.25
XYZ-n[5] 92.89 94.85 96.81 93.87 96.32 74.90 73.43 75.88 75.88 79.31
RGB-r [10] 99.70 96.81 97.30 95.83 97.79 80.78 84.70 84.21 79.80 82.25
RIQ [8] 95.83 96.81 98.28 96.81 98.28 75.39 80.29 82.74 79.31 79.80
RCrQ [9] 98.28 97.30 97.79 97.79 96.81 76.37 79.80 81.76 79.31 81.76
ZRG-n [5] 94.36 94.85 95.83 93.87 96.32 75.88 75.88 77.35 74.90 77.84
YSCr 96.81 98.28 98.77 98.28 99.75 85.19 84.70 84.70 83.23 89.11
B"SCr 97.79 98.28 98.77 99.26 99.75 82.74 84.21 83.72 81.27 89.11
Z"SCr 97.79 98.28 98.77 99.26 99.75 83.72 83.72 85.19 82.74 89.11

Bold values specify the hybrid color spaces and their subbands with the highest correctness.
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FIGURE 8: Some sample images of the subsets of (a) fa, (b) fb, and (c) dupl of the color FERET database.
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FIGURE 9: Performance comparison for k-NN, ELM, FNN, and SVM classifiers: the color FERET database: (a) fb subset and (b) dupl subset.

7. Conclusions

This paper presents a novel face recognition algorithm
by means of fusing color and local spatial information
(see Supplementary Material available online at http://dx.doi
.org/10.1155/2014/628494)). The effectiveness of the proposed

algorithm is assessed on 6 conventional color spaces, RGB,
HSV, YCbCr, YIQ, XYZ, and L*a*b", and 6 powerful
hybrid color spaces developed in the literature, RGB-r [10],
XYZ-n [5], RGB-n [5], ZRG-n [5], RIQ [8], and RCrQ [9].
In addition, 3 new hybrid color spaces are constructed in
this paper. In particular, the proposed hybrid color spaces,
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TaBLE 7: Comparison of training time, testing time, and correctness of LCVBP, LBD, and LCSPT-ELM: the color FERET database.
fa set dupl set
Training time (s) ~ Testing time (s) ~ Correctness rate (%) Training time (s)  Testing time (s)  Correctness rate (%)

LCVBP [39] 8021.77 7406.13 97.12 7676.57 8338.85 82.43
LBP [38] 3700.91 — 98.03 3091.71 — 88.49
LCSPT-ELM 544.86 360 99.75 602.52 358 89.11

TaBLE 8: Comparison of parameter adjusting time and testing time of k-NN, FNN, SVM, and ELM: the color FERET database.

fb set dupl set
Parameter . . Parameter . .
adjusting time (5) Testing time (s) Best parameters adjusting time (5) Testing time (s) Best parameters

k-NN 16.98 0.1512 k=2 12.37 0.15 k=2
SVM 99.12 123 (272,279 91.32 112 272,27
ELM 16.38 0.06 N =120 15.28 0.032 N=114
FNN 2325.80 0.02 N =52 2313.62 0.02 N =58
YSCr, Z"SCr, and B"SCr are configured as the combination =~ References

of the Cb and Cr component images of the YCbCr color
space, the S color component of the HSV color spaces, and
the Z" and B" color components of the normalized XYZ
color space. Experiments are constructed using the most
challenging color FERET database and AR database.

The novelty of this paper is based on the following aspects:
(i) a novel color feature extraction method is introduced by
applying SPT algorithm to each color component of color
face images; (ii) new hybrid color spaces are presented for
improving the color face recognition performance being used
together with SPT algorithm; (iii) in decision frame, the
fusion of ELM classifiers is developed for fast color face
recognition.

Experimental results show that SPT is an effective tool
for extracting information from the color face images. The
proposed LCSPT-ELM algorithm has very short training
and testing time and a good recognition correctness. It is
illustrated that the new hybrid color spaces of YSCr, B"SCr,
and Z"SCr have the best performance on our algorithm.
LCSPT-ELM algorithm can be used for real time face recogni-
tion applications thanks to short testing time and parameter
adjusting time.
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Flood monitoring technique using adjustable histogram equalization is proposed. The technique overcomes the limitations
(overenhancement, artifacts, and unnatural look) of existing technique by adjusting the contrast of images. The proposed technique
takes pre- and postimages and applies different processing steps for generating flood map without user interaction. The resultant
flood maps can be used for flood monitoring and detection. Simulation results show that the proposed technique provides better
output quality compared to the state of the art existing technique.

1. Introduction

Remote sensing technology has played an important role in
flood monitoring in recent years. This development (opti-
cal/aerial to radar remote sensing) provides all weather capa-
bility as compared to the optical sensors for the purpose of
flood mapping. Flood mapping [1-3] is one of the techniques
used for flood monitoring in which pre- and postflood
images are compared to classify undated (nonflooded) and
inundated (flooded) areas.

Initially flood monitoring was limited to satellite [4]
and aerial images [5]. However due to the development of
radar remote sensing, the issue of limited performance in
bad weather conditions (like clouds, lightening, etc.) [6] is
resolved. The use of Synthetic Aperture Radar (SAR) imagery
has solved the problem of flood monitoring due to its all
weather capability [7]. Broadly the flood mapping techniques
are divided into supervised (which requires operator involve-
ment), semisupervised, and unsupervised techniques.

Some popular flood mapping techniques are visual inter-
pretation [8], segmentation [9], thresholding [10], texture
matching [11], and analysis of dynamic and physical char-
acteristic of region of interest [12]. Visual interpretation

[8] is the commonly used supervised approach for flood
mapping. Besides consistent results of visual interpretation,
user involvement is not always practically feasible.

Segmentation (semisupervised) technique [9] was pro-
posed to minimize the involvement of user. The technique
generates a connectivity map using fuzzy logic by selecting
a seed point from user. Still it depends upon correct iden-
tification of seed point (chosen by user). A fast ready flood
map (without user involvement) and a detailed flood map
based on seed growing mechanism were proposed in [13] to
overcome empirical settings. However, the detailed flood map
still needs user ability to locate the points for segmentation.

Thresholding uses certain thresholds for unsupervised
floods monitoring [10]. The thresholds are selected on the
basis of the output of three electromagnetic scattering models
to generate fast ready maps. However, these thresholds do
not work under complex environmental conditions (in that
case users involvement is required for reliable results) [14].
Moreover, a universal threshold cannot be not justified for
flood detection [15].

Texture matching is also used to identify water areas from
images [11]. United and homogenous regions of water are
segmented; chromatic and texture features are then compared



to predefined samples of water. Main limitations are heavy
computation time and overlapping texture features.

Different flood monitoring techniques are combined
to generate inundation map [16]. The map represents the
degree of belief for each pixel. However, reliable calibration
and verification are not always possible. In [12], complex
coherence map is used to perform an analysis on SAR data
for flood monitoring and receding. This technique is not only
confined to flood damage assessment but also other areas can
be monitored (like earthquake). However, it depends upon
the availability of optical images for observed events.

Recently, a chain of processing-based method [17] was
proposed for better visual representation of an event. This
method applied different processing chains (adaptive his-
togram clipping (AHC), histogram remapping (HR), and
histogram equalization (HE)) to improve visualization. RGB
image is then generated by combining the processed pre-,
post- and difference images. The chain of events is performed
to preserve the important information (in SAR image) [9].
However this process sometimes highlights extra details
in the difference image which degrades the quality. More-
over the equalization process results in excessive contrast
enhancement, which in turn gives the processed image an
unnatural look.

To resolve these issues of [17], we propose a contrast
enhancement-based technique to improve the visibility of
resultant flood maps. The technique follows the three chains
for processing proposed by Dellepiane and Angiati [17].
However, the chains are applied on the pre- and postimages
for the generation of difference image only. A fast ready flood
map is generated by combining the difference image with
the equalized pre- and postimages. In contrast to Dellepiane
and Angiati [17], we have used Adjustable HE (AHE) [18]
with a low percentile value to improve the visibility. Results
are evaluated using different data sets which show the
significance of proposed technique.

2. Proposed Methodology

An AHE-based flood monitoring technique is proposed
which is composed of three chains of processing. Let Iy,
be pre-, Iy, post-, and I, difference images, where [ €
[0,...,L—1]andm € [0,...,M —1].

The first step is AHC, which is used to preserve the
information content. The histograms of (pre-, post-, and dif-
ference) images are clipped/truncated at a specific percentile
value (to remove the intensities which contain much less
amount of information). The histograms of preimage I are
clipped using a specific percentile value gq. Let hy(i) be the
histogram of image Iy, where i represents the intensity levels
[0-255]. The cumulative histogram C (i) is

Cx (i) = Y hy (). M
=1
The clipping is performed as

q=arg[Cx () | Cx (i) =qx M xL]. 2
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Dellepiane and Angiati [17] have used the same approach in
which they used g = 0.98. However the issue in [17] is the
excessive amount of details present in the final RGB map
generated using clipped pre-, post- and difference image at
proposed g percentile which finally contribute to flooding.
To resolve this issue we used different g percentile value in
the first step to generate the difference image. It is observed
that at low percentile values required details are removed,
whereas, at higher percentile values, unwanted details get
more prominent, thus degrading the quality. Therefore, we
have used g = 0.30 because it preserves the required intensity
values which contribute to flooding.

In the second step (HR), the clipped histogram is
remapped to the original intensity range using linear scaling.
The histogram of image Iy (adaptive histogram clipped
image Iy) is remapped to full intensity range [0-255]. Let
min(Iy ) represent the minimum of all intensities and let
max(Iy) represent the maximum of all intensities in the
image. Iy, (histogram remapped image Iy ) is given as [17]

Iy, —min (1]
Iy, = — () X 255. 3)

max (IX1 — min (le))

In the third step (AHE), we use adaptive histogram equal-
ization to enhance the image. Reference [17] uses traditional
HE which sometimes overenhances the image and produces
unwanted artifacts (roughness, etc.) of processed images
(pre-, post- and difference). Furthermore, the processed
images sometimes may not reveal all the details or merge
the details which results in degradation of image quality.
A contrast enhancement technique is required to maintain
the smoothness and natural aspect of an image, for visually
pleasing results. To achieve the proposed outcome, we use a
new framework for histogram modification [18] to improve
the visualization by preserving its details.

HE usually maps the input intensity levels i to the output
level X; according to

X;=(N-1)xCxg)» (4)

where N represents the total intensity levels in image and
Cx(; represents the cumulative histogram. This mapping
is suitable for images with continues intensity levels where
it perfectly equalizes the histogram. However, for digital
images, traditional HE is not useful because of their discrete
intensity levels [19].

In order to make it suitable for digital images, input his-
togram can be modified without compromising its contrast
enhancement. The modified histogram can then be used as a
mapping function for HE. The issues of HE are addressed by
using the proposed Arici et al. [18] framework for histogram
modification. The technique introduces specifically designed
penalty terms which can be used to adjust the level of contrast
enhancement.

Once the intensity range is remapped, AHE [18] is used
to minimize the effects (like overenhancement, unusual
artifacts, and unnatural look). The principle of AHE is to
minimize the difference between modified hy and current
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FIGURE 1: Flow chart of the proposed algorithm.

(b)

FIGURE 2: Original images of Choele Choel City, Argentina, observed by “Daichi” (ALOS). (a) Preflooded image acquired on April 29, 2006.

(b) Postflooded image acquired on July 30, 2006.

histogram / such that the modified histogram is also closer
to the uniform histogram hy ; that is,

min |[h - hx|| + « “h - hy, " , 5)

where « is used to adjust the contribution of current and
uniform histogram. The modified histogram by solving (5)

18] is
1 o
hX'":(1+(x>th+<1+oc)XhX“'

The modified histogram hy is used to produce images I,
and Iy .

Note that conventional histogram used in [17] produces
unwanted artifacts, overenhancement, and unnatural look.
This is due to the fact that the goal of traditional HE is to
match the input histogram with uniform distribution. How-
ever, AHE also minimizes the difference between modified
and input histogram (along with the input and uniform
histogram). Hence, AHE produces more reliable results for
flood monitoring.

: ]Difference image I, is then generated using Iy and Iy,
17]:

(6)

IX3 (l’ m) - IY3 (l’ H’l)
> .

I,(I,m) =128 + (7)

Fast ready flood map is generated finally by combining
adaptive histogram equalized pre- and postimages with the
difference image. In [17] RGB map is generated by applying all
chains of processing on pre- and postimages which are then

combined with difference image. However, the processing of
all images through same chains does not preserve intensity
values in pre- and postimages. Hence, in our case, Iy and Iy
are only passed through the third chain of processing (AHE)
to produce Iy and Iy, respectively.

Finally I,,, I, and Iy are combined to generate fast ready
map by assigning blue, green, and red bands to pre-, post-,
and difference images, respectively. The level of red color is
high for pixels whose prevalue dominates and vice versa. In
RGB image, medium to dark red color represents permanent
water like rivers and dark blue color represents the flooded
areas.

The reason for using only third step AHE for RGB gen-
eration is to preserve intensity values of pre- and postimages
that maintain the details. The purpose of using processed pre-
and postflooded images for difference image generation is to
remove the intensities which contribute very low in flooded
areas.

Figure 1 shows the block diagram of proposed technique.

3. Simulation and Results

For evaluation of existing and proposed techniques, flood-
occurring areas in Choele Choel City, Argentina, are con-
sidered. The images are observed by “Daichi,” Advance land
observing satellite on April 29 (preflooded image, shown in
Figure 2(a)), and July 30, 2006 (postflooded image, shown in
Figure 2(b)), respectively. Second data set includes the images
of Tomakomai, Japan, acquired by Phased Array Type L-band
SAR (PALSAR) using H/V polarization on August 19, 2006,
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FIGURE 3: Difference images I, for different percentiles values: (a) at g = 0.1, (b) at g = 0.2, (c) at ¢ = 0.3, (d) at g = 0.4, (e) at g = 0.5, (f) at

q=0.6,(g)atg = 0.7, (h) atg = 0.8, and (i) at g = 0.98.

in Figure 6(a) and V/V polarization on August 19, 2006, in
Figure 6(b).

Figure 3 shows the variation in the difference image with
respect to percentile value g. By increasing g, the details in the
image increase (and vice versa). In Figure 3(a) we can notice
that the ground area around the river is dim, which becomes
quite visible in Figure 3(b) but the flood water is not so clear.
At percentile value g = 0.30 (in Figure 3(c)), the ground area,
permanent water, and flood are visible to the required level.
As we move to higher percentile values (¢ > 0.3) ground
area becomes more prominent gradually which contributes
to the change area in final RGB composition. This effect can
be observed in Figures 3(d)-3(i).

Figure 4 represents RGB images, generated by respective
difference images (given in Figure 3). In Figures 4(a) and 4(b)
the flooded area is dim, which fades away around the river.
In Figure 4(c) (at ¢ = 0.30), the flooded area around the
river (at the top center of image) becomes quite visible to the
acceptable level. The light ink blue area (at the bottom center
of image) is reflecting the flooded pixels at the required level.
For higher percentile values (q > 0.3) in Figures 4(d)-4(g),
RGB images gradually increase the flooded areas at the
bottom center of image (in dark ink blue color). The visibility
of flooded areas on the top center of image is also not good.
The results are quite obvious in Figures 4(h) and 4(i), where
flooded areas are more faded around the river, but a lot of
flooded areas are seen at the bottom center.

Figure 5 provides comparison of the proposed technique
and Dellepiane and Angiati [17] technique. Figure 5(a) is

a difference image generated using Dellepiane and Angiati
[17] technique and Figure 5(b) is generated using the pro-
posed methodology. There is a clear difference in details
in these images. Figure 5(a) shows the ground details more
prominently while Figure 5(b) highlights the major required
details comparatively. These differences in details contribute
a lot to their respective RGB (Figures 5(c) and 5(d)). We can
notice the flooded area (in Figure 5(c)) around river (at the
top center) is blur (not clear) which degrades visibility. A very
high contribution of irrelevant details of difference image
in RGB is visible (the blue color at the bottom center and
dark blue color at the top right corner of image). Figure 5(d)
shows better visibility of flooded area around river (at the
top center), low blue color (at the top right corner), and low
flooded areas (at the bottom center of image). One can clearly
notice the difference in contrast/details of ground area and
the contrast of river with flooded areas.

Figure 6(c) is the RGB map generated using Dellepi-
ane and Angiati [17] technique. Although the image (in
Figure 6(c)) is enhanced, it highlights the irrelevant details
which contribute to flooding (see the blue colored areas at
the right center of image). The details at the top right flooded
area (in Figure 6(d)) are clear as compared to the flooded
areas in Figure 6(c). Figure 6(c) mixes up the details due to
overenhancement at the areas around the river while these
areas are more clear in Figure 6(d) (in red colors). Figure 6(c)
produces unnatural ground details; however more smooth-
ness of image is seen in Figure 6(d) that preserves the natural
effect of image to some extent.
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FIGURE 4: RGB images for different g percentiles values: (a) at g = 0.1, (b) at g = 0.2, (c) atg = 0.3, (d) at g = 0.4, (e) atg = 0.5, (f) at g = 0.6,

(g)atg =0.7, (h) atg = 0.8, and (i) at g = 0.98.

(c)

(d)

FIGURE 5: Evaluation of results using images of flood that occurred in Choele Choel City, Argentina. (a) Difference image obtained by
Dellepiane and Angiati [17] approach. (b) Difference image obtained by proposed technique. (c) Fast ready map generated using Dellepiane
and Angiati [17] approach. (d) Fast ready map generated using proposed technique.

4. Conclusion

A contrast enhancement-based flood mapping approach for
SAR images is proposed which is composed of three steps
(histogram adaptive clipping, remapping, and adjustable
histogram equalization). Pre- and postflooded images are
processed using different processing chains and the difference
image is produced (by pre- and postimages). A fast ready

flood map is then generated, using the combination of
processed pre- and postimages (only the third step is applied)
with difference images. A specific contrast enhancement
technique AHE is used as a third step to remove the
overenhancement produced by HE. The proposed technique
is an improvement in existing state of the art, which suffers
from unwanted details, unnatural look, and overenhance-
ment of the image. The technique produces visually pleasing



()

The Scientific World Journal

FIGURE 6: Evaluation of results using images of Tomakomai, Japan. (a) Preimage acquired on 19 August 2006. (b) Postimage acquired on
19 August 2006. (c) Fast ready map generated using Dellepiane and Angiati [17] approach. (d) Fast ready map generated using proposed

technique.

results by suppressing the irrelevant details and minimiz-
ing overenhancement, thus maintaining quality. Simulation
results show the significance of proposed technique.
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Any document in Serbian language can be written in two different scripts: Latin or Cyrillic. Although characteristics of these scripts
are similar, some of their statistical measures are quite different. The paper proposed a method for the extraction of certain script
from document according to the occurrence and co-occurrence of the script types. First, each letter is modeled with the certain
script type according to characteristics concerning its position in baseline area. Then, the frequency analysis of the script types
occurrence is performed. Due to diversity of Latin and Cyrillic script, the occurrence of modeled letters shows substantial statistics
dissimilarity. Furthermore, the co-occurrence matrix is computed. The analysis of the co-occurrence matrix draws a strong margin
as a criteria to distinguish and recognize the certain script. The proposed method is analyzed on the case of a database which
includes different types of printed and web documents. The experiments gave encouraging results.

1. Introduction

Cryptography studies the problems concerning the conver-
sion of information from a readable to some other state.
It deals with information which is changing from one to
another state. The initial information represents a plain text.
When the information becomes encrypted, it is referred as a
cipher text [1]. A substitution cipher is a method of encoding.
According to it, the units of plain text are replaced with
cipher text [2]. They can be single letters, pairs of letters,
triplets of letters, mixtures of the above, and so forth. In
our application the encryption function is not needed to be
injective [3] due to nature of further statistical analysis. It
does not matter if it will encrypt two different plain texts
into the same cipher text, because decryption of the cipher
text is not considered. Hence, the cryptography is used only
as a basis for modeling and analyzing documents written in
Serbian language. Serbian language represents the European
minority language. However, it is distinct due to its capability
to be written in Latin and Cyrillic script, interchangeably.
According to the baseline characteristics [4], each letter in the
text file is replaced with the cipher which is taken from the
set of four counterparts only. The basic idea is to distinguish

the script (Latin or Cyrillic) according to statistical analysis
of the cipher text. It is accomplished with frequency analysis
concerning occurrence [5] as well as with the method using
statistical measures extracted from gray-level co-occurrence
matrix [6]. The letter frequency distribution is a function
which assigns each letter a frequency of its occurrence in
the text sample [7]. The gray-level co-occurrence matrix
(GLCM) have used for the extraction of features needed for
texture classification [8]. Nevertheless, it can be exploited for
a letter co-occurrence in a text document [9]. At the final
stage, the experiment is made on a custom oriented database
containing text from printed and Web documents.

The rest of the paper is organized as follows. Section 2
describes the full procedure of the proposed algorithm.
Section 3 defines the experiment. Section 4 presents the
results from experiment and discusses them. Section 5 makes
a conclusion.

2. Proposed Algorithm

The proposed algorithm converts document written in Latin
and Cyrillic script which represent the plain text into cipher
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FIGURE 1: The flow of proposed algorithm.

text according to predefined encryption based on text line
structure definition. Then, the equivalent cipher texts are
subjected to the frequency and co-occurrence analysis. The
results of frequency analysis indicated a substantial difference
between cipher texts obtained from Latin and Cyrillic text.
Similarly, co-occurrence analysis shows obvious quantitative
disparity in some measures. This draws a strong margin as a
criterion in order to distinguish and recognize a certain script
type (Figure 1).

2.1. Text Line Structure. Text in printed and Web documents
is defined as well-formed text type. It is characterized by
strong regularity in shape. The distances between the text
lines are adequate to be split up. The words are formed
regularly with similar distance. Their inter word spacing is
decent as well. However, in certain script, the letters or signs
have different position according to its baseline. It is shown
in Figure 2.
From Figure 2 four virtual lines can be defined [4]:

(i) The top-line,

(ii) The upper-line,
(iii) The base-line, and
(iv) The bottom-line.

The Scientific World Journal

TaBLE 1: Definition of script types according to the baseline
characteristics.

Script example Type of script Designation
a Short S
b Ascender A
j Descender D
j Full F

Accordingly, a text line can be considered as being
composed of three vertical zones [4]:

(i) The upper zone,
(ii) The middle zone, and
(iii) The lower zone.

Each text line has at least a middle zone. The upper zone
depends on capital letters and letters with ascenders, while
the lower zone depends on letters with descenders. Only a
few letters occupy the upper and lower zone.

2.2. Encryption. Two different sets are produced. Theyare A
and A for Latin and Cyrillic alphabet, respectively:

A ={A,B,C,...,Z,a,b,c,..., 7},
@
Ac-=1{A,B,11,...,11I,4,6,11,...,m}.

Each of them consists of 60 elements that is, letters, which
are valid for Serbian language. Furthermore, both sets A; and
A are mapped into set C.

fr:Ap— G,
)
fc:Ag— C.

These mappings are achieved in accordance with the text
line area definition. The structure of text line allows definition
of following script types [4].

(i) Fullletter (F), where letter is present in all three zones.

(ii) Ascender letter (A), where character parts are present
in the upper and middle zones.

(iii) Descender letter (D), where character parts are
present in the lower and middle zones, and

(iv) Short letter (S), where character parts are present in
the middle zone only.

Accordingly, all letters will be replaced with the cipher
from the following set:

C={SAD,F}. (3)

All letters can reach certain position, which belongs to set
C with a unique designation according to Table 1.

It should be noted that above mappings are surjective.

Serbian language contains 30 letters. Each letter in Latin
has a corresponding equivalent letter in Cyrillic. Table 2
shows Latin and Cyrillic letters as well as theirs designation
according to Table 1.

Statistical analysis of the letters and theirs corresponding
type for Latin and Cyrillic scripts is shown in Table 3.
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FIGURE 2: Definitions of the script characteristics.
TABLE 2: Serbian Latin and equivalent Cyrillic alphabet according to the script types.

Alphabet Latin Script types Latin Script types Cyrillic Script types Cyrillic Script types

1 A A a S A A a S

2 B A b A b A 6 A

3 C A c S I F I D

4 ¢ A ¢ A B A h A

5 C A ¢ A q A 4 S

6 D A d A I F b S

7 D A d A B A b F

8 Dz A dz A II F I D

9 E A e S E A e S

10 F A f A o] A & F

11 G A g D r A r S

12 H A h A X A X S

13 I A i S 41 A u S

14 ] A j D J A i D

15 K A k A K A K S

16 L A 1 A J A a1 S

17 L F Ij F Jb A » S

18 M A m S M A M S

19 N A n S H A H S

20 Nj F nj D B A b S

21 (@) A o S (0] A 0 S

22 P A p D I A n S

23 R A r S P A p D

24 S A s S C A c S

25 N A § A 11 A w S

26 T A t A T A T S

27 U A u S v A y D

28 Vv A v S B A B S

29 Z A z S 3 A 3 S

30 Z A 2 A XK A K S

2.3. Frequency Analysis of the Occurrence. In the proposed
algorithm, all letters from certain script has been substituted
with equivalent members of the set C according to Table 2.
These circumstances for Latin document are shown in Fig-
ure 3.

Figure 3(b) shows the cipher text which is obtained from
Latin documents according to modeling given in Table 2.
Figures 3(c)-3(f) shows a subset of cipher text with each
element of set C, that is, S, A, D and F, respectively. Statistical
analysis of the cipher text shows following: 2217 elements of
S, 598 elements of A, 261 elements of D and 8 elements of F

types. Accordingly, distribution of C set elements for Latin
document is shown in Figure 4.

Currently, the same Latin document is converted into
Cyrillic one. Similarly as in Latin document, all letters from
Cyrillic document are exchanged with the equivalent mem-
bers of the set C according to Table 2. These circumstances
for Cyrillic document are shown in Figure 5.

Figure 5(b) shows the cipher text which is obtained from
Cyrillic documents according to modeling given in Table 2.
Figures 5(c)-5(f) shows a subset of cipher text with each
element of set C, that is, S, A, D and E respectively.



U veéini gradova zagadenje Zivotne sredine je posledica emisije izduvnih gasova saobra¢ajnih
sredstava, ali i rada industrijskih pogona, i postrajenja za proizvodnju toplotne energije za potrebe
urbanih sredina. Kada se tako nastali gasovi i Cestice akumuliraju u dovolino visokim
koncentracijama, oni mogu da naruse ljudsko zdravlje i da degradiraju Zivotnu sredinu. Radi
ocuvanja i poboljianja Zivotnog i radnog okruZzenja, potrebno je uticati na smanjenje neZeljenih
efekata. Dovodenjem radnih jenja za proizvodnju u optimalne okvire pobobiava
se njihova energetska efikasnost, smanjuju troskovi za nabavku energenata, pa se na taj nacin
posredno utide i na smanjenje zagadenja zivotne sredine. Kako bi se kontrolisali radni paramcm
postrojenja, potrebno je uvesti nadzome sisteme 7a tehnoloske procese. Nad losk
procesa treba da se postigne permanentna kontrola toka procesa, pri éemu se u realnim uslovima
rada dobijaju maksimalni efekti. To znagi da nadzorni sistem obezbeduje aktuelne informacije na
bazi kojih moZe da se ostvari cfikasna kontrolna funkcija. Ovaj sistem treba, pored osnovne uloge,
da vrsi i akviziciju i memorisanje podataka o paramemma procesa kako bi obezbedlo naknadne
provere i analize njegovog toka, odnosno ¢io kreiranje tehnolodkih i p ih izvestaja za
Zeljene vremenske periode.

Kako bi se racionalno iskoristile mogu¢nosti hardvera razvijeni su odgovaraju¢i programi (eng:
software), koji mogu da se grupidu u vise celina: testno—kontrolni, servisno izvrsni i aplikativni
programi. Testno-kontrolni proverava hadversku ispravnost urcdaja. Servisni i izvrini programi se
sastoje od velikog broja procedura i drajvera za pojedine funkcije IlredaJa Prou grupu sacinjavaiu
procedure za inicijalizaciju A/D ije, p
kanala. Rad sa tastaturom odvija se pod kontrolom posebnog dra]v:ra koji koristi digitalni
ulaznof/izlazni port. Takode se i kontrola ispisa ASCII znakova na dvorednom LC displeju vrsi
pomodu kompleksnog potprograma.

Program za mercnje (uzorkovanje) analognih kanala je jedan od osnovnih radnih modula. Koristi
procedure za primenu A/D konverzije i za izbor ulaznih kanala. Sastavni deo ovog | pmgmmskcg
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A SSASSS DSSASSS SSDSASSDS SSSSASS SSSASSS DS DSSASASSS SSSSSDS SSASSSSA
DSSSSS  SSSASSASDSSA  SSSASASSS, SAS S SSAS  SSASSASSDSASA  DSDSSS, S

DSSASSDSSDS SS DSSSSSSASDS ASDASASS SSSSDSDS S8S D§A§§A§ SSASSSA SSSAS

DSASSASS DS SASSSAS 8§ SBDSSDS SSSSADS A SASASAS ASS ASSDSS SSASSA
DSSSSSASSS DSSASSDSSDS $S DSSSSSSASDS S SDASSSASS SASSSS DSASADASSS SS
SDSASSS SSSSDSASAS SASASSSSSA, SSSSDSDS ASSAASSS S8
S5 55 ASD SSASS DSSSSASS SASAS S SS SSSSDSSDS SSDSASSD!
AS SS ASSASSASSSAS SSASS DSSSSSASS DSSASSDSSDS, DSASSASS DS SSSSAS SSASSSSS
SSSASSS S8 ASASSASAAS DSSSSSS. ASASSSSS ASASSASAASD DSSSSSS ASSAS AS 8§
DSSASDSS DSSSSSSSASS ASSASSAS ASAS DSSSSSS, DSS ASSS SS S SSSASSS SSASSSSS
SSAS ASASDSDS SSASSSSASS SASAAS. AS SSSAS AS SSASSSSS SSSASS SASSASASDS
SAASSASS SSASSSSSSDS SS ASSS ASDSA SSSS AS SS SSASSSS SASASSSS ASSASSASS
ASSASSDS. ASSD SSSASS ASSAS, DSSSA SSSSSSS SASDS, AS SSAS § SASSSSSSDS §
SSSSSSSSSDS DSASASAS S DSSSSSASSSS DSSSSSS ASAS AS SASSASASS SSASSASS
DSSS8SS § SSSASSS SDSDSSSD ASAS, SASSSSS SSSDSASS ASSSSSSDS ASASSASAASA S
DSSSSSSASSA SSSSAASDS S8 SSADSSS S5S5555A8 DSSSSAS,

ASAS AS SS SSSSSSSASS SSASSSSASAS SSDSASSSAS  ASSASSSS  SSSSSDSSS 8§
SADSSSSSDSAS DSSDSSSS (SSD: SSAASSSS), ASDS SSDS AS SS DSSDSAS S SSAS SSASSS:
ASSASS-ASSASSASS, SSS SSSASS § SDASASASSSS DSSDSSSS. ASSASS-ASS.
S S SSSSASS I)SSI)

S DSSDS SSASSDSSSDS  DSSSSASSS SSSS| S858
DSSDSSSSSSSDS  (ASASSSSSSDS) ASDSASASSA SASSSS- SSASSSSA ASSSAS. ASA SS
ASSASASSSS SASSDS S5 DSA  ASSASSASS DSSSASSD  ASSDSSSS ASDS  ASSSSAS
ASDSASASS SASSSS/SSASSSS DSSA. ASASAS S5 S ASSASSAS SSDSSS AAAAA SSSASSS S8
ASSSSASSS AA ASSDASDS SSAS DSSSAS ASSDASASSSD DSADSSDSSSS.

ASSDSSS S5 SSSS5DS (SSSSASSSSDS) SSSASDSSA ASSSAS DS DSASS SA SSSSSSSA SSASSA
SSASAS, ASSSSAS DSSSSASSS SS DSSSSSS A/A ASSSSSSSDS § SS SSASS SASSSSA ASSSAS,
ASSASSSS ASS SSSD DSSDSSSSASD SSASAS DS S ASDSAAS ASSASSAS SSSSS5SSS
SSSASSSAS S SDSSS SSSAASSDS S SADSSSSSDSAS DSSDSSSSAS SSDSSASS. ASSSSDS SS
SAASS88S ASDSSSSASS SSAASSSS, SAS 88 SSAS ASSDS SSASS (SASASSSS SSAASS, SAS
DSSDSSSSASS  DSASS). ASASS SADSSADSSSD  SSSSSDS  (A/A ASSSSSSSDS,  SAS

modula je i logicka kontrola izmerene vrednosti i njeno smegtanje u odg

registar. Merenje se aktivira tajmerskim zahtevom, ili na neki drugi nagin (eksterni zahtev, m
programskim putem). Nakon objavljenog merenja (A/D konverzije, ili uzorkovanja digitalnih
ulaza), formira se poruka kojoj se na po¢etku pridodaje realno vreme nastanka, koje odreduje interni
sat. Ugradena je i prosebna procedura za uzorkovanje bitovnih ulaza, kao i za generisanje izlaznih
digitalnih signala. Grupa servisno-izvr$nih programa obuhvata i procedure za obradu rezultata. To
se odnosi na konverziju iz binarnog u ASCII kod, na aritmetiku pri uvodenju konstanti za pojedine
ulazne kanale i na proces prikazivanja rezultata na LC displeju.

Nadzorni sistem funkcionide tako 3to se sa PC ra¢unara za nadzor (radna stanica) startuje MMS, pri
&emu se prenose svi potrebni parametri za njegov samostalan rad, kao i realno vreme PC radunara.
MMS koninualno meri definisane parametre u odredenom ritmu. Usrednjene vrednosti rezultata
merenja prosleduju se nadzornom raéunaru. Na nadzornom raCunaru vrsi se prijem poruke, analiza i
prikaz rezultata merenja i njihovo arhiviranje. Takode, vi§i se i vizuelno i zvuéno upozorenje
operatera o nastalim ili moguéim anomalijama u procesu. Uogena alarmna stanja operater ponistava
i preduzima odgovarajuce akcije na otklanjanju uzroka. Incidentna stanja i reakeije operatera pamte
seu sa tatnim vi njihovog dogadanj

()

SS SSS SS SSS SS S SS S SSSS SS SSS SSS S S5 S SSS SSSSS S SS $SSS SSSSS $SS 8S S SS
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AAAAAA AA AA AAAAA A AAAAA, A AAAA AAAAA AA AAAA AAAA AAA
AA, AAAAAAA AAAAA AAA AAAA AAAA AA AAAAA. AAAAAA A AAAAAA
AAAAAA, AAA AAA, AAAAA AAA AAA AAAAAAA AA AAA AAAAA . AA
AAAAA AAA AAAAAAA, A AAAAAAAAAA AAAAAAAAAAAA AAA A AAA
AAAAA AAAAA ALAA A AAA A AAAAAAAA A AA,AAAAAAAAA AAAA AA
A.

AAA AAAAAAAA AA ((AA), A A A AA:AA-AAA, A AAA . AA-AAA AAAAA A A
AAAAAA A AAAA A AA AA/AA, (AA) AAAA A-AA AA.AA AAAA AAAAAAAAA
AAA A/A A AAA AAA AAAAAA AAAAAAAAAAAA.

A (A)AAAA AAAAAAA AAA A/AA AAAAA AAA AAA AAAAAA AA AA AAA
A A AAAAAA A AAA(AAAA AAA) AAAA (AAAAAAAAAA)LA AA AAAAAA
AA,AAAAA AA AA AAAAA A AAAAAA A A-AA AAA A AAAAA.A A A A
AAAAA AA, AAA AAAA AAAA AAAA AAAA.

AAAAAAAAAA AAA A(AA)AAAAA, A AAA AAA A A AAA AAAAA AAA AA
A AAAAAAA AA AAAAAA A A AAAA AA AAAA AAAAAAAA AAAAA
AA AAAA AAAA AAAA AAA AAAAA AA AAA.

(e)

” text, (f) Only “D” text.
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DSSSSASS D S SSASSSSDS ASASS QA QAQQQ ASS S 88
SSASSSSA AQDSAiAigA SSDSSAS. ASSDS S-SSSSASSA DSSD:
DSSSSASSS §5 SASSAS SSSSAASAS. AS SS SAS
ASA, 5SS S§88
DSSSS8 DSSASSSSSSDS SS55AASAS S8 AA ASSDASDS.

ASASSSSS SSSASS ASSASSSSSAS ASAS AAS SS SS AA SSASSSSS SS SSASSS (SSASS
SASSSSS) SASSASDS AAA, DSS ASSS 58 DSSSSSS SSS DSASSASS DSSSSSASS S§ SDSDSS
SSSSSASASS SSA, ASS S SSSASS SS555 AA SSASSSSS. AAA ASSSSSSASS S555 ASASSSSSSS
DSSSSSASS S SASSASSSS  SSASS, ASSSASDSSS SSSASSSAS  SSSSAASAS  SSSSSDS
DSSSASASDS SS 854885558 SSASSSSS. AS SSASSSSSS SSASSSSS SSAS 58 DSSDSS DSSSAS,
SSSASSS S DSSASS SSSSAASAS SSSSSDS 8 SDSASSS SSASSSSSSDS, ASASAS, SSAS SS 8
SSSSSASS § SSSASS SDSSSSSSDS SDSSSASSS § SSSASASS SAS SSDSASS SSSSSASDSSS §
DSS5555. ASASSS SASSSSS SASSDS SDSSSASS DSSSAASSS S DSSASSSSS SADSSSSSDSAS
SASSDS 85 SAAASSDSSDS SSSSAS. ASSSASSASS SASSDS S SSSASSDS SDSSSASSS DSSAS
88 8 DSSSASSS ASASASASSS S8 ASASSS S3888888 SDSASSSD ASDSASSDS.

(®)

DSSSSSSSSDS
SASASSAS §

(d)

DDD DDD DD DDD DDD DDDDDD D DDDD DD DD D DDDD D
DDD DDD D DDDD DD D DD DD DD DD D D DDDD DDDDDD D
DD DDD DD DD DD D DD DD DDDDD D DDD DD DD D
D

D DDDDDDwDD DD DDD D DD DD DDDD D DDDD DDDDD DD
DDDDDD DDDDDDDD D DD DDDDDD
DDDDDD DDD DDDDDD DDDDDDDD D D DDD DDDDD D
D DDD DDD DD DDDDD DDDDD DD D DD DD DD DDD
DD

DD D DD DD D D DDD

DD DDDD DD DDDD D DDDD

DDD DD DD DDD DD D D

)

FIGURE 3: Application of the proposed algorithm: (a) Original Latin text, (b) Cipher text according to set C, (c) Only “S” text, (d) Only “F”
text, (e) Only ‘A’
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TABLE 3: Statistical analysis of Latin and Cyrillic script types.
Script Type of letters Occurrence of script types Distribution of script types
A D F S (%) A (%) D (%) F (%)
Latin Capital letters 0 28 0 2 0 93.33 0 6.67
Latin Small letters 12 13 4 1 40.00 43.33 13.33 3.34
Cyrillic Capital letters 0 27 0 3 0 90.00 0 10.00
Cyrillic Small letters 21 2 5 2 70.00 6.67 16.66 6.67
2500 while the value of 6 depends on the neighborhood. Because
of that, each pixel has 8 neighbors given at following angles
2000 ¢ 1 6 = 0,45,90°, 135, 180°, 225°, 270°, 315°. However, the
1500 | | case of neighbors at @ = 0" or at 0 = 180° is similar to the
s GLCM definition [12]. So, the choice may fall to 4 neighbors
“ oo | | pixels at 6 = 0°, 45°, 90° and 135", that is, horizontal, right
diagonal, vertical and left diagonal [13]. These orientations
500 | o i refer to 4-adjacent pixels at (x+d, y), (x, y—d), (x—d, y) and
(x, y+d), where d is 1. For each pixel of the neighborhood, it is
0 . ' counted the number of times a pixel pair appears specified by
S A b F the distance, and orientation parameters. The (i, j)th entry of
Type of scripts

FIGURE 4: Distribution of C set’s elements in cipher text obtained
from Latin document.

Statistical analysis of the Cyrillic document image shows
following: 2516 elements of S, 53 elements of A, 445 elements
of D and 26 elements of F types. It should be noted that the
sum of all C set elements in Latin and Cyrillic document is
not quite identical. It is valid due to difference in definition of
letters in two scripts. In the Cyrillic script, each letter is given
one and only one sign. However, in Latin script letters such
as dz, lj and nj are represented by two letters. Distribution of
C set elements for Cyrillic document is presented in Figure 6.

According to Figures 4 and 6, the comparison chart is
drawn. It is shown below in Figure 7.

Quantification of the script type appearance in a docu-
ment written in Latin and Cyrillic is shown in Table 4.

Itis obvious that the Latin document compared to Cyrillic
one has slightly smaller number of short (S), descender (D)
and full (F) letters. Nonetheless, the crucial margin is seen in
ascender (A) letters. Hence, it can be a measure of confidence
for detection of the script in a document given in Serbian
language.

2.4. Co-Occurrence Analysis. Let I be the gray scale image
which is under consideration. It has M row and N columns,
while T is the total number of gray levels. The spatial relation-
ship of gray levels in the image I is expressed by the grayscale
co-occurrence matrix (GLCM) C [6,10]. Hence, C is a matrix
that describes the frequency of one gray level appearing in
a specified spatial linear relationship with another gray level
within the area of investigation [11]. In order to compute a
co-occurrence matrix C, we considered a central pixel I(x, y)
with a neighborhood defined by the window of interest. This
window is defined by two parameters: inter-pixel distance (d)
and orientation (0). Typically, the choice of d is 1 (one pixel),

C represents the number of occasions a pixel with an intensity
i is adjacent to a pixel with an intensity j. Hence, for the given
image I, the co-occurrence matrix C is defined as [14]:

Z ’ I(x+Ax,y+Ay)=j (4)
y=1 10, otherwise,

C(ij) =

i Mz

x=1
where i and j are the image intensity values of the image,
x and y are the spatial positions in the image I. The offset
(Ax,Ay) is specifying the distance between the pixel-of-
interest and its neighbor. It depends on the direction 0 that is
used and the distance d at which the matrix is computed. The
square matrix C is of the order N. Using a statistical approach
like GLCM provides a valuable information about the relative
position of the neighboring pixels in an image [12]. In order
to normalize matrix C, matrix P is calculated as [10]:

Clj)
ST

The normalized co-occurrence matrix P is obtained by
dividing each element of C by the total number of co-
occurrence pairs in C.

To illustrate the computing of GLCM, a four gray level
image I is used. The window parameters ared = 1 and 6 = 0°
(horizontal). Initial matrix I is shown in Figure 8.

The procedure of calculating co-occurrence matrix for
grayscale matrix I (d = 1 and 0 = 0°) [12] is given in Figure 9.

In order to GLCM be applied in our case, set C is mapped
into set Cy by bijective function as:

fc:C—Cy, (6)

P(i, ) = (5)

where Cyy = {0, 1,2, 3}. Furthermore, the neighborhood is
given as 2-connected (x — d and x + d around x, where
d = 1). According to that, the same document in Latin and
Cyrillic script is converted into cipher text. It is shown below
in Figure 10.



VY behunu rpanoa araicibe KHBOTHE CPCIMHE j& NOCACAHUA CMMCH]E HIIYBHHX Tacoma
caobpahajHux cpeacTaBa, anu M paga MHAYCTPMCKMX OrOHA, M MOCTPOJEHa 3a NPOHIBO/IY
TONIOTHE eHepruje 3a notpebe ypGanux cpeiuna. Kaja ce Tako HACTANM TACOBH M HeCTHLE
AKYMYTHPR]Y ¥ 10BOJBHO BUCOKHM KOHUEHTPALIHjaMa, OHH MOTY [a Hapylle JbYACKO 3paBike H Ja
Jlerpajiupajy HBOTHY cpefuny. Paju ouyBama M noG0JBIIAKA KHBOTHOT H PAIHOT OKPYXKerba,
notpebHo je yruuatd Ha edekara, Hosoh paiHux nap

MOCTNOjeFha 38 POHIBOILY Y ONTHMATHE OKBHPE M0GO/bIIARA CC IHHXOBA CHEPTeTCKa c«’puxacnocv
CMaLYjy TPOWKOBN 33 Ha0aBKY eHEPreHaTa, na ¢e HA TAj HAYMH MOCPEIHO YTHYE H HA CMAalbee
saralierba JKUBOTHE cpeaune. Kako 61 ce KONTPONMCAIH PaiM IAPAMETPH NOCTPOjeiba, noTpedio
je yBecTi HaI0pHe cHeTEMe 3a TexHonouke npouece. Haa3opom Texnoaowkor npoteca tpeda 1a
©e NOCTHIHE NEPMAHEHTHA KONTPOJA TOKA NPOLECa, IPH HeMy €¢ Y Peailiiv YeloBuMa paja
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D SSASSS SDSSSSS SSSSFSSS S88S588 SDSSSSS DS SS5S88SDS SSSSSDS SSSDSSSS SSS8SS
SSSADSASDSSS SDSSSSSSS, 858§ S DSSS SSSDSSDSDSSSS SSSSSS, S SSSSDSDSSS 8§
SDSSSSSSSD SSSSSSSS SSSDSSDS S8 SSSDSAS DDASSSS SDSSSSS. SSSS S5 SSSS SSSSSSS
S88S8S S 8SSSSDS SSDSDSSDSDD D SSSSSSS SSSDSSSDSDSD SSS 88SD S8
SSDDSS SDSSSS SSDSSSS S 8§ SSSDSSSDSDD SSSSSSD - SDSSSSD. DSSS SSDSSSS S
SSASSSSSS SSSSSSSS § DSSSSS SSDDSSSS, SSSDSASS DS DSSDSSS SS SSSSSSS SSSSSSSSS
SFSSSSS. SSSSFSSSS DSSSSS SSDSSSSSDS SSSSDSDSSS S5 SDSSSSSSSD D SSSSSS8SS
SSSSDS SSASSSSSS SS SSS88S SSSDSSSSSS SFSSSSSESS, SSSSDDD SDSSSSSS S8 SSASSSD
SSSDSSSSSS, SS §S 85 SSD SSSSS SSSDSSSS DSSSS § 8§ SSSSSSS SSSSFSSS SSSSSSS
SDSSSSS. S358 AS S8 3388DSSS55SS DSSSS SSDSSSSDS SSSSDSDSSS, 88SDSASS DS DSSSSS
SSSSSDSS SSSSSSS SS SSSSSSSS8S SDSDSSS, SSSSSDSS SSSSSSSSSSS SDSDSSS SDSAS S8
SS SSSSSSSS SSDSSSSSSSS SSSSDSSS $S8S SDSDSSS, SDS SSSD SS D DSSSSSS DSSSSSSS
DSSS SSASDSDD SSSSSSSSSS SFSSSS. SS SSSSS SS SSSSSDSS SSSSSS SASSASFDDS
SSSDSSSS SSFSDSSDSDS SS ASSS SSDSS SSSS SS 8§ SSSSSDS SFSSSSSS SSSSDSSSS
FDSSDSDS. SSSD $SS5SS SDSAS, SSDSS SSSSSSS DSSSS, SS SDSS S SSSSSSDSDD S
SSSSDSSSSS SSSSSSSS § SSDSSSSNSSS SDSDSSS S8SS AS SASSASSSS S8S88888 SDSSSDS S

ZoGHjajy MaKeHManiH epekrH. To snaun 1a PHH CHCTEM hyje akTyenme nidop

Ha 0asy KOJHX MoKe Ja ce ocTBapH edukacHa Koutponua dynkumja. Osaj cuerem Tpeda, nopen
OCHOBHE YJIOT¢, /18 BPLUM M AKBH3HLIH]Y H MEMODHCAI:E [01aTaKa O NAPAMETPUMA NPOLECa Kako O
06e30e/M0  HAKHAIHE TIPOBEPE M AHATH3C HEIOBOI TOKA, OHOCHO oMoryhHo Kpenpame
TEXHOJIOUIKHX H NPOM3BOIHX WIBEILITA]A 30 IKELEHE BPEMEHCKE MEPHOIE.

Kako 61 ce pausoHanno uckopueriie soryhinoeri Xapapepa passujend ¢y oarosapajyhu
HpOrpaMIt (enr: cofmwape), Koj MOry /A ce IPYNHINY Y BHMIC USAHHA: TECTHO-KONTPOANH,
CEPBHCHO W3BPIIHH M AIUIMKATABHH [pOrpamu. TecTHO-KOHTPOAHH NpOBEpABA  XajBEpCKy
Henpashoct ypehaja. Ceprenn n H3BPLIHA NPOrpani ce cactoje ox peamkor Gpoja npoueiypa u
ZpajBepa 3a nojeauHe GyHKumje yper);ua pey rpyny 1) pe 3a ¥
Al je, Tporpa ) JHTHTATHHX ymmo—uma;}mx kanana, Pax ca
TACTATYPOM ONIBMja <¢  Ton Kou‘rponom NOceGHOT  JIpajBepa  KOjH  KOPHCTH  HTHTATHH
ynasnofwanazun nopr. Takohe ce u kowtpona mcnuca ACLIMM 3mnakosa wa asopeanos JILL
JMCILIe]y BpIIK HOMORY KOMIIEKCHOT NOTIPOrpaMa.

[Mporpam 3a Meperbe (Y30PKOBabE) AHAMOTHUX KaHA®a je jenan o/l OCHOBHMX DajHHX MOJyJa.
Kopuern npoueaype 3a npumeny A/Jl konsepsuje w 3a n30op yaasuux kasana. CacTasnu 1eo opor
NPOrPAMEKOr MOAYAA j€ M JIOTHYKA KOHTPOJA MIMEPEHE BPCAHOCTH M ICHO CMELITalLe Y
onrosapajylin mporpaMckH peructap. Meperwe ce aKTHEMPA TAjMEPEKHM 3aXTEBOM, HIH HA HEKH
Apyrn waumn (excrepun saxten, wan nporpavckiy myres). Hakon oGjasmenor mepesa (A/J]
KOMBEP3H]C, MM Y30PKOBAA AHIMTANHMX Ynasa), GopMupa cc nopyka Kojoj ce Ha MOUETKY
npHiozaje peatno Bpeve HacTamka, Koje oapehyje miTepnm car. Vrpahewa je u npoceSia
poLelypa 3a Y30pKoBatbe DUTOBHHX Ya3a, K0 W 33 FeHePHCAke M3Ia3HUX IMTHTAIHUX CHIHAA,
'pyna ceprrCHO—H3BPIIHKIX NporpaMa oGyxBaTa H npoueype 3a oGpaay pesyarara, To ce oaHocH
Ha KoHpepanjy w3 GunapHor y ACLIMM xon, Ha apuTMeTHKY npH yEOhCHY KOHCTAHTH 32 NOjeanHe
YIA3HE KAHAJE H HA NPOLEC NpHKasHBaika pesyarata va JIL amcnaejy.

Hansopuu cuctem yHkumonmine Tako wro ce ca I pauynapa 3a Hagzop (panHa cTaHuua)
crapryje MMC, mipis wenty ce npesoce cai 30 heron pan, ka0 u
peano speme 11 p: pa. MMC Mepu napamerpe y onpehenom
prTMy. VopelibeHe BPEAHOCTH pesyATaTa Mepema npociehyjy ce HajopHom pauynapy. Ha
HAI3OPHOM pauyHapy BPIIH ce NPHjeM IOpyKe, aHaiu3a H NPUKA3 PE3Y/ITaTa Meperba H IHXO0BO
apxupupaibe, Takole, BPIIM e M BU3YEHO M 3BYUNO YIIOIOPEI:E ONEPATEPA O HACTANHM HIM
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S88S8S8DS S5 SSS58S SDSSSSSSS SSDSSSS.
SS8S  AS S8S DSDSSSSSSS  SSSSDSSSSSS SSSDASSSSS SSDSSSDS DSSSSDSSS SD
SSSSSSDSDDAS SDSSDSSS (58S SSFSSSDS), SSDS SSSD S8 8§ SDDSSSD D S8S8 DSSSSS:
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SSDSFSSSS DSSSD. DSDSSSSSS SDSSSSSSS DSSDSSSSS SSDSSS SDSSSSFDDD S8 SSSSSDSSS
DSSDSSDD. 88 SSSSSDSSS DSSDSSDD SDSS 8§ SDSDSS SSDDSS, SSSSSSS 8 SDSSSS
DSSDSSSSS SSDSSS S SSSS8S SDSSSSDSSS. SSSSFS, SDSS S8 S SSSDSSSS § SSDSSS
DSSSSDSSS SSSDSSSDS 8 SSSSSSSS §SS SSSDASS SSSSSSSDSSS D SDSDSSD. DSSSSS

Moryhum amomanujama y npouccy. YoueHa anapMHa cTama parep W
omroapajyhe axuuje Ha oTKIakabY y3poka, MHIMACHTHA CTalba W peaKiHje onepaTepa namTe ce y
noceGHHM NATOTEKAMa Ca TAYHHM BPEMEHOM HBHXOBOT ,r(oranan\a,
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SS SSSSSSSS SSSS SSSSSSSSS SSSSS S SSSSS SSSSSSS SSSSS SS - SSSSSSS SSSSSSSSSS SS

(c)

A AA, . AA , LA LA A, A, A LA A
A. AA A A, AAA A

A AAGL o - A 50— A/ A

0 . A L A G AU, ) N A A, -A A A
O, A, . . A A A

” text, (f) Only “D” text.

SDSSS SS588 SSSDSSSD SSSSSSSSS § SDSSDSSSS SSSSSSDSDDAS SSDSDS SS SSSSSSSSD
DSDSSS. SSDSSSSSSS SSS58 S DSSSDSDS SSSDSSSDS SSS5S 85 D SSSSASSS SSSS58888S S5
SSSS8S SDSSSSSS SSSSSSS SSSSFSSS,

(b)

Foo, , , FEF Fo, F R R F
FF FF ,, ,
(FJ, -~ .- F FF.  /, (F) - /.F
0 . .. (¢, 2F  ,F.F - . F
F (), , FF. F. , F F
(d)

DD DDDDD DDD, DDDD, DD DD DD D DD D. DDDDDD D DDDD, D DD DD
DDDDDDD.DD DDD,DDDD .DDDDD DDD D D, DDDD DD, DDD D. D
DDDDD,DDDD DD. D DDD DD DD,DD DDDDDDD . D DDDDDD D D D
DDD.D D,D D, D DDD D DDDD DD ,DDD DD DD.
DDDDDDDDDDDDDD (: D),DD DDDD D:-D,DD DD.-DDDDDDDDD.D DDD D
DD DDDD DDD D DDD DDD. DD DDD DD DDDD DDDDD /DD, DDD () D-.D DD D D
DDDDD D/D. DD DDDDDD DD.

DD D(MD) DD DD.DDDDD DD/DD DD. DDDD DDD DDDDDDDD.D DDD,
DD (D, DD D). DD (/DD, DD D),DD DDDD DDDDD,DDDDD.DDD D DDDD DD D,
D .DDD-DDDD DDDD DDDD. DDD DDD, DDDDD DD DDDDD D DD.

D DD DDDD D(MD)DDD,DD D DDD D, DDDDDD. DD DD DD DD. DD D DD D
DDDD D DDDD. DDDDDD DDDD, DDDD DD.,D D DDDDD DDDDDD.DD DD
DDDDDDD DDD.D DDDDD D D .

(f)

FIGURE 5: Application of the proposed algorithm: (a) Original Cyrillic text, (b) Cipher text according to set C, (c) Only “S” text, (d) Only “F”
text, (e) Only ‘A’
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TABLE 4: Percentage of script type occurrence in document.

Type of script (TOS) Latin Cyrillic x times

S 71.88% 82.76% 0.87

A 19.39% 1.74% 1114

D 8.46% 14.64% 0.57

F 0.27% 0.86% 0.31

It is obvious that the Latin document compared to Cyrillic one has slightly smaller number of short (S), descender (D), and full (F) letters. Nonetheless, the
crucial margin is seen in ascender (A) letters. Hence, it can be a measure of confidence for detection of the script in a document given in Serbian language.
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F1GURE 6: Distribution of C sets elements in cipher text obtained
from Cyrillic document.
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FIGURE 7: Comparison between distributions of C set elements in
Latin and equivalent Cyrillic document.
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FIGURE 8: Initial 4-level grayscale matrix I (featuring M =7, N = 4,
and L = 4).

TaBLE 5: Normalized cooccurrence matrix.

(a) For cipher text obtained from the Latin text

0.3722 0.2212 0.0623 0.0048
0.2220 0.0343 0.0072 0
0.0623 0.0072 0.0016 0
0.0048 0 0 0
(b) For cipher text obtained from Cyrillic text
0.5863 0.0327 0.1326 0.0064
0.0391 0.0104 0.0144 0
0.1262 0.0200 0.0224 0.0016
0.0072 0 0.0008 0

To evaluate these cipher documents GLCM method is
employed. Nevertheless, various statistic measures obtained
from the co-occurrence matrix is introduced. The primary
goal is to characterize the cipher text. Five descriptors can be
used to describe the image [15]:

(i) Uniformity (UNI),
(ii) Entropy (ENT),
(iii) Maximum probability (MAX),
(iv) Dissimilarity (DIS), and
(v) Contrast (CON).

Uniformity (UNI) which is sometimes called angular
second moment (ASM) or energy (ENG) measures the image
homogeneity. It receives the highest value when GLCM has
few entries of large magnitude. In contrast, it is low when all
entries are nearly equal. The equation of the uniformity is [15]:

N N
UNI =Y Y P(i, j)". 7)

i=1j=1

Entropy (ENT) measures the disorder or the complexity
of the image. The highest value is found when the values of
P(i, j) are allocated quite uniformly throughout the matrix.
This happens when the image has no pairs of gray level, with
particular preference over others. The equation of the entropy
is [15, 16]:

N N
ENT =-) Y P (i, j) -log P (i, j). (8)

i=1j=1
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FIGURE 9: Co-occurrence matrix for grayscale matrix I (d = 1 and 6 = 0°): (a) The number of occasions a pixel with an intensity I is adjacent
to a pixel with intensity j, (b) Co-occurrence matrix C, (c) Normalized matrix P.

Heonyeruna raxoha wersaisa npouLiocTi
Jlanac esaoBunamma , kymypa ceharma” y sexbi CpOjit He HAIIAM YREK HA ILIOIHO /10, TIOTOTORO KAZa HEONBOjHRA GALITHHA Te KYType Tpeda A
Gyae HeTHA 0 aNTHGAUIHCTINKO] GOPOH CPIICKOF HApOa.

Mazia ozasio wije y Kasenapy ApAaBimX npasiika, 7. jy i, Hexaza npocaasssan kao Jlan ycranka y Cpowji, zawac he wiiak Guri oGeneen
apanon vandecrainjom y Beoj Lipkan koa Kpynisa, koA criowenika Hapoaom xepojy kit Josanoihy [linany. Oxtyky 1a osa
Mannpecraunja Gye oapiana aoneo je O50p 3 HeroBatbe TpasMIAja ocT0GOMIAUKIX paTosa Cpowje, a Baza Cpoije yeojuna je Ty oxyKy.
Moskia G ce, MOMATIO ONTHMHCTIHKH, MOT10 pehi 1a je To CHIHAT Koju yKasyje 212 Cy KOHASHO 3a Hava YAGpeHe, CTPACHE paciipane o Towe Kaza je i
KaKo 3anI0%ET yeTamaK y okynupanoj Cpouju 1941. rozune, koje cy ciare u nokperit y JIpyrom caeTeKom pary o
GopGe 1 Kkakas cy KanawTeTH M nokper
TIpiaost koje OGjaNLYIEMO YBEpLIBO CBEAOHE O TOME 40 ANAC HE3OOMIaMA , KyTypa ceharba” y sesui CpOMit e namna o
OTOBO He 0111 KA1A HEOABOjHEA GAILITHHA T¢ KYATYpE TPeGa Za Gy HCTHHA O AHTHAAIHCTI4K0] GOPOH CPIICKOT 1 APYTHX jyTOCIOBEHCKIX
1apozta ToKoM JIpyTOr CHETCKO PATa, a 1 PaiHje, Kaxa ce CheT cpeaumon 1930-HX roauHa 0apH30Ba0 Y A8 GA0KA — OHaj (auMCTHIKH W o)
ynpoTCTaB ke anTauCTi ki, it he npai GopGen cyaap Guth odeacaken y rpaharickos paty y Llinannjin 1936-1939. roanie.

Tazac pacpanao Towe Kata je W Kako 3anoveT yeTaiak y okympanoj Cpowji 1941, Koje cy chare i nokpeti y JIpyron caerckom pary G Hochoiu
anuaumeTae Gope, 3anover je e b o1 eI e, apee Kz j€ ¥ JABHOCTH OTBOPEHO 1 MTaE , HAOHANHOT MOMHPERsa”, Kao
W3BOPHO I KO NTaIbe, CHAKHO 10 Weo0r oM. 360r TOra Cy, NPITINNO pasywbitko, Aovahe cHare cynpoTcranmee y Jpyros
Caerexon pary  Tou sy A HenOMHDAHEC crasone J1Gare o NoIPORY HYKIIO CY HONETHYIIE 1 IOTPEGY 32 NPeBpeIOBaIbeN
TIOULIOCTH, 07GK HHje GHHO YT MYT 1 A0 ICHOT NPEOGMKOBAILA, HaK PATVKAIIE PEBHSI]E IITO C MOKTOMIETO I G CIYHIN, CHAXIO TPHCYTHHA
TeHeHIaMA Y CBOTICKO] 1 CRETEK0] HCTOpHOPA)
Canka npouioeTH je 20 nosetka 1980-#x y Hawioj WeTopHorpagij Giuta yaenko ot'nukona»m 10 NapTICKoj MATPHLLA, TO j¢ HECYMILHBO, Ak ¢y Y
KOMYHHCTHKO] CTIONH, TIOTOTOBO 1a 1bCHOM SATACKY, OTBOPEHE NHOTE Gpet asiie 10rMe, WIT0 je oMoryhiLio CTRapabe jeane MHoro
eI, OGJEKTHRHIL]E W HIAHCHPAHE CTIKE O NIPOXYJTION BPEMEHY, He Cavo Kata ,e Pes o JIpyros caercko pary.

Cpneka naysia weroprorpadia je y To bp 3akopauuia y L.Gennx Mpsma”™ je 1 0aroBOpHO KpeiyIa y
Pytlierbe pasmsHTHX TaGya. THE je IOTBPIIIA COMCTBEHO Iperbe, IOKA3UIA 1A je NPELLTa AYT YT O H3PHLLAIA MYKIX WACOTOUIKIX TBPIIbH Y

TP rouHaNa ocse 1945, 710 KPHTHUKH OGTHKOBAHOT 3Halka, Koje HCTPAAY]e NPOILIOCT H O 160] IPAZM HCTHHKTY CAHKY Ha OCHOBY YBIIA Y HOBE
JIOKYMENTE, Y3 CHajKai OCIIOHAL Ha HOBE TEOPHJCKE MOZEIIE W HOBE METOZ0IOMIKE MOCTYIKe.

Heronpemenio ce, MehyTim, cpricka cyounna i ¢ MMM HEKIX CTABOBA H NOTIE/a OGAHKOBAHHX TOKOM
TIDBIX TOPATIIX TOIHA Y 3T PAHHAHO], EMHIDAHTCKO] AHTEPATYDH. JIOK j€ CPIICKa HayHa HCTOPHOTPADH}A Y 3eNUbi IPELLTA AYT YT 3peiba, 32 OHY
DAY, EIRITERY, To G e G NOF10 P, HATPOTIS - 01 e OETATE KONSEPMIPA I I SPrNITINGG Kj <y WK1t Y phc) oy
Jetiennji. Hausrien napaiokeaino, i3 Beaukor aena cepe Koja ce 01 kpaja 1980-1x HABOANO ¢
Camponior Cacra, TpyGHa o I]ya NOAPUIKA a1 pARIHG] HEFOpHICKS] MHTEPATYPH, Ky ¢ HERWCHBATH pWIEAIN crp-’mn —
Toxom para.

Heysiue uecto, Ta urrea cy rosopiia jeu wnos
CapRAINS K BADOCTIN, 8 OIS 6 HOCTY KIS 1 K2 OEHOBMNLA 3 Ay DAY HETOPONPABORE EAMKE CHOKE

¥ TakBoj, 0GPHYTO] , HCTOPHOPAQICKO] NIEPCIIEKTHBH, CACRHNM JOTINHO, AOULIO j¢ H 110 MOTHKIBAILA HETHHE O AOMPHHOCY CPIICKOT Hapola
anidpanmeTIKo] Gopoi W KILYHIHN HOCHOLINA T GopGe Tokow JIpyror caeTekor

¥ oGiioj crymjh ,Par i weropHorpadija”, 3 Koje oGjanbyjemo jenan 10, oBe MPOGTEME OO aHAIHSHPA Halll NOSHATH HCTOPHYaD AP
TbyGoapar Jush, aonwenn wian CAHY 1 peaosi npopecop ditosodexor paxyirera y beorpazy.

. CIHKA IPOILIOGTH ¢ HEAONYETIBOM ATKONOM A0AHBIABA TIPONIHI O YTHIajet Pemitije HTOpite Koj avehe oIk, 10K HacTojarka 1a ce
KIATHO HCTOPHCIIIN TYMCHEA 'YNIHPI' Y TSI TOAJCAUAKO YALbeHO] 01 “IEBHX” 1 “ACCHIX” KPAHOCTH, SAXTCRa]Y BpNC, TPy, HogacheriocT
cTpyu, HayaHo 3maise”, KowcTaTyje 1 yiosopasa npocecop Junnh y jeavoj apyroj eryaujn, nocacheroj 27. mapry 1941. roxme.

()

Nedopustiva lakoéa menjanja proslosti
Danas nezaobilazna ,kultura seéanja™ u zemji Srbiji ne nailazi uvek na plodno tlo, pogatovo kada neodvojiva bastina te kulture treba da bude istina o
antifasistickoj borbi srpskog narox
Mada odavno nije u kalendaru drzavnih praznika, 7. juli, nekada proslavljan kao Dan ustanka u Stbiji, danas ¢e ipak biti obelezen drzavnom
man festasjom u Beloj Crki kod Kruvu i kod spomenika narodnom heroju Zikici Jovanovicu Spancu, Odluku da ova me\l\lfcslacua bude odrzana

or zanegovanje trad odilackih ratova Srbije. a Viada Srbije usvoji , da bi se, optimisticki, moglo reéi
da Jc to signal koji ukazuje da su knménn 7a nama uZarene, strasne rasprave 0 tome kada ko zapoget ustanak u nknplrmmj Srbiji 1941. godine,
Koje su snage i pokreti u Drugom svetskom ratw bili nosioei antifusisticke borbe i kakay su antifsisi£4: Kapeciet mal partizansk,reelucionami
pokeret i monarhisticki ravnogorski pokret.

Prilozi koje objavljujemo uverljivo svedode o tome da danas nezaobilazna  kultura seGanja” u zemlji Stbiji ne nailazi uvek na plodna tlo, pogotove ne
onda kada neodvojiva bastina te kulture treba da Imd: istina o antifaSistickoj borbi stpskog | dgih jugoslovenskih naroda tokom Drugog svetskog
rata, a i ranije, kada sc svet sredinom 1930-ih god dva j Fasisticki i onaj tiji Ge prvi
borbeni sudar biti obelezen u gradanskom ratu u @pamj. 1936-1939. godine.
Talas raspravao tome kada je i kako zapotet ustanak  okupiranoj Srbiji 1941, koje su snage i pokreti u Drugom svetskom ratu bili nosioc
antifasisticke borbe, zapotet je pre vise od &etvrt veka, u vreme kada je u javnosti otvoreno i pitanje .nacionalnog pomirenja”, kao izvomo politicko
Zbog toga su, priliéno razumljive, domace snage suprotstavliene u Drugom svetskom ratu o tom pitanju imale
je bio dug put i do njenog
toriografiji
Slika proslosti je do poSetka 1980-ih v naSoj istoriografii bila uveliko oblikovana po partijskoj marici, to je nesumnjivo, ali su  komunistickoj epohi,
pogotovo na njenom zalasku, otvorene mnoge bresc, srusene razne dogme, Sto je omogucilo stvaranje jedne maogo slozenije, objektivnije i nijansirane
slike o prohujalom vremenu, ne samo kada je re¢ o Drugom svetskom ratu.
Stpska nauéna storiogeafia je u to vreme snazmo zakoraéila u istrazivanje ,belih mrlja” proslosti odvazno je i odgovorno krenula u rusenje razlicitih
tabua, Time je potvrdila sapstyeno zrenje, pokazala da je presla dug put od izricanja pukih ideoloskih tvrdnji u prvim godinama poste 1945, do kriticki
oblikovanag znanja, koje istrazuje proslost i o njoj gradi istinitu sliku na osnovu uvida u nove dokumente, uz snazan oslonac na nove teorijske modele
nove metodoloske postupke.

. medutim, srpska i suotila i s juéom plimom stavova i pogleda oblikovanih tokom prvih poratnih
godina u zagranicnoj, emigrantskoj literaturi. Dok je stpska nauéna itoriografija u zemlji preSla dug put zrenja, za onu zagranicnu, emigrantsku, (0 se
ne bi moglo redi, naprotiv — ona je ostala konzervirana i pri argumentima koji su vazili u prvoj poratnoj deceniji, Naizgled paradoksalno, iz velikog
dela sfere dnevne, stranatke politike, koja se od kraja 1980-ih navodno suotila s izazovima savremenog sveta, pruZena je odlucujua podrika
Zagraniénoj istorijskoj literaturi, koju su ispisivali pripadnici strana poraZenih tokom rata

nuzno su nametnule i potrebu za prevednovanjem proslosti, odakle
¢ poklopilo i sa sliénim, snazno prisutnim tendencijama u evropskoj i svetskoj

preoblikovanja, &ak radikalne revizije,

Tsuvide Eesto, ta Stiva su govorila ostraséenim jezikom propagande, pisana nenaune bila su preopierecena ideoloskim i politickim sadrzajima i
la su posluzila i za vannautnu reviziju istoriografske slike cpohe.

U takvoj, obmutoj , istoriografskoj perspektivi”, sasvim logiéno, doslo je i do potiskivanja istine o doprinosu srpskog naroda antifasistickoj borbi i
Kljuénim nosiocima te borbe tokom Drugog svetskog rata.

. iz koje objavljujemo jedan deo, ove probleme pomno anal
dopisni tlan SANU i redovni profesor Filozofskog fakulteta u Beogradu

Slika proslosti s nedopustivom lakocoim dozivljava promene pod uticajem revizije istorije koje namede politika, dok nastojanja da se Klatno istorijskih
i podjcdnako udaljenoj od *levih i *desnih’ krajnosti, zahtevaju vreme, trud, posvecenost struci, nauéno zvanje”, konstatuje i
upozorava profesor Dimié u jednoj drugoj studiji, posvecenoj 27. martu 1941, godine.

(c)

v nas poznati istoritar dr Ljubodrag Dimié,
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(b)

101020010001010100020202001100101000000000101000010110000010200000301010200000010
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201001001030002011000101000011002000100011000200000010012000010000101000000010000
020100010102000200000002001000010001020100210020201010202000010002110001011112010

(d)

FIGURE 10: Document conversion: (a) Original Cyrillic text, (b) Cipher text obtained from Cyrillic text according to set C, (c) Original Latin
text (equivalent to Cyrillic one), (d) Cipher text obtained from Latin text according to set C.

Maximum probability (MAX) extracts the most probable ~ diagonal weighted by its probability. The equation of the
difference between gray scale value in pixels. It is defined as  dissimilarity is [15]:

[15]:
MAX = max {P (i, j)} . 9)

Dissimilarity (DIS) is a measure of the variation in gray
level pairs of the image. It depends on distance from the

DIS= Y YP(i,j)-|i-j|

i=1j=1

(10)
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PANORAMA

U doba moga detinjstva, dakle vrlo davno, u nas grad je dosla stalna panorama. U
jednoj od glavnih ulica, njen "direktor", mriav Austrijanac, iznajmio je prazan du¢an
na uglednom mestu, i u njemu otvorio tu radnju. Iznad vrata je bio solidan natpis,
zlatnim slovima na ernom staklu, "Panorama svijeta".

Velika prostorija je lepo urenena i diskretno osvetljena. Nista tu nije li¢ilo na jevtine
Satre u kojima su dosad boravile prolazne panorame. Sve je odavalo trajnost i
stalnost. Unaokolo je i$ao uzak crven ¢ilim, u uglovima su bile vestatke palme, ali
najveéi deo prostora, celu sredinu, zauzimala je — panorama. To je bila drvena
granevina u obliku visestrane prizme, od finog drveta koje je bilo tako obojeno da
ostavlja utisak mahagonija. Ta poligonska zgradica li¢ila je na drveno turbe, a krov
joj je dopirao do ispod ducanskog plafona. Na njoj su uokrug, u pravilnim
razmacima, bili otvori za gledanje: po dva velika durbinska oka s naroc¢itim staklima,
uokvirena crnim kauéukom. Pored svakog takvog otvora bila je mala stolica bez
naslona, presvucena crvenim pliem. Svega petnaest otvora — na svakoj strani
poligona po jedan — i isto toliko sedita.

U nevidljivoj unutradnjosti te zgrade bile su kruzno rasporenene slike u boji, pomoc¢u
naroéito postavljenih ogledala i jakog elektri¢nog osvetljenja one su pred
gledaogevim odima postajale uveli¢ane, jarko osvetljene i veoma Zive i plasti¢ne.
Narodita, i opet nevidljiva, masinerija pokretala je ceo taj pojas slika uokrug. Svaka
slika zadrzavala se pred svakim gledaocem dva do tri minuta, a onda se kretala dalje
udesno, i na njeno mesto dolazila je nova slika, sleva. Tako, dok svaki gledalac ne
vidi sve slike.

Program se sastojao od petnaest slika jedne odrenene zemlje ili jednog velikog grada,
i menjao se svake nedelje. Jednom je to bio Rio de Zaneiro, drugi put Lisabon, pa
Cejlon, i sve tako redom, iz sedmice u sedmicu, sve daleke zemlje i nepoznati
gradovi. Cena ulaznice nije bila visoka, pa ipak je za siromaha naka treceg razreda
realne gimnazije predstavljala znatan novac do koga nije bilo uvek lako dodi. Ali taj
novac se morao naéi. Panorama je za mene postala neka vrsta neophodne droge.
Dovijao sam se na sve moguce nagine kako da donem do niklenog novcea koji otvara
vrata "Panorame svijeta", a ¢im bih uspeo da ga dobijem, tréao sam pravo u glavnu
ulicu u predavao ga debeloj Zeni za kasom na ulazu u panoramu. A kad bih jednom
seo na crveni tabure, za mene je podinjao pravi, veliki i obasjani Zivot. Sve §to je
dotle znacilo moj stvarni Zivot, tonulo je u nepostojanje. A sve §to sam &itao u
romanima ili Zeleo i gradio u masti, sve se moglo povezati sa ovim slikama. Moje
vidno polje, a sa njim i cela svest, bilo je potpuno ispunjeno zemljama i gradovima
koji su preda mnom klizili i u kojima sam se gubio. Tisina je bila svecana i potpuna,
samo je s vremena na vreme fini de¢acki sluh mogao da uhvati slab Sum, jedva ¢ujnu
$kripu mehanizma.

(@)
Beograd dobija Pupinov spomenik

Ispred tehnickih fakulteta u Beogradu sledeceg septembra bice postavljen spomenik Mihajlu
Pupinu, u okviru programa kojim ¢e se obeleziti 160 godina od rodenja tog nau¢nika. Znacajnu

sumu za izgradnju obezbedic¢e Fond "Mladen Selak".

U okviru programa kojim ée se obeleZiti 160 godina od rodenja Mihajla Pupina, sledeceg septembra
¢e naspram spomenika Nikoli Tesli, ispred zgrade tehni¢kih fakulteta u Beogradu, biti postavljen
spomenik tom nau¢niku. Spomenik ée biti delo profesera Miroljuba Stamenkovica.

Znadajnu sumu za izgradnju obezbedi¢e Fond "Mladen Selak". To je Fond jednog od najbogatijih i
najuticajnijih Srba u Americi.

"Ja duboko, duboko, verujem u nauku, duboko verujem u mo¢ ¢oveka, da Covek je tu da stvara, da
pomaZe, da iri dobro oko sebe. Za mene su Pupin i Tesla l[judi koji zasluZuju na3e najvece
postovanje", kaze Mladen Selak.

Selak je i finansirao izlozbu o Pupinovim delima u Srpskoj akademiji nauke i umetnosti, a sada
objavljuje knjigu koju ¢e podeliti nadim $kolama. Za autobiografiju "Sa paSnjaka do nau¢enjaka",
Pupin je dobio Pulicerovu nagradu.

Selak kazZe da je literatura skupa, ali i da je ta knjiga dobro uradena. "Knjiga nosi istorijat Goveka

koji je ovaj svet zaduzio", kaze Selak.
Prema njegovim recima, telefoni, koje mi danas upotrebljavamo, su Pupinovo delo.

Fondacija je ve¢ obnovila Pupinovu rodnu kuéu u Idvoru i izdala prigodnu po§tansku marku, Sve u

cilju da se delo velikog nau¢nika otrgne od zaborava, kako bi prave vrednosti bile putokaz mladima.

()

ITAHOPAMA

Y noba mora neTnibeTBa, Aakie Bpo JaBHO, Y HAlI IPall je JOILIA CTAIHA MaHopaMa.
Y je/IHOj 01 IIIaBHHX YJIHLA, BeH "AHpexTop”, MpIIaB AyCTpHjaHall, H3HAJMHO je
npasan iyhan Ha yrieanoM MecTy, 1 ¥ IeMy 0TBOPHO Ty pajmy. M3uan Bpara je 61o
COIIHJIAH HATITHC, 3MATHHM CIIOBHMA Ha [IpHOM cTakiy, "[laHopaMa ceujera”.

Bekka npocTopHja je Nerno ypeHena u JMCKpPeTHO ocBeT/bena. Huwra Ty nnje
JIHYHIIO HA JEBTHHE LIaTPe ¥ KojuMma cy joca Gopasnie nponaske nanopame. Cee je
0JaBA/IO TPAJHOCT H CTAHOCT. Y HAOKONO j€ HILAO0 Y3aK upBeH NuimM, y yraosuma cy
Oune Bemrauke namve, and Hajeehu 1eo npocropa, ney cpeuny, 3ay3uMana je —
nanopama. To je Guna apBena rpaneBnHa y 00JIHKY BHIIECTpaHe NpU3Me, o1 (HHOT
ApBeTa Koje Je Gro Tako 000JeHO Aa OCTABIbA yTHCAK MaxaroHnja. Ta nonmroncka
3rpajiMiEa JIMYHIA je Ha ApBEeHOo Typoe, a KpoB joj je Monupao 1o Henoa ayhanckor
wiaona. Ha 10j ¢y yoKpyr, y NPaBHIHKEM pasMaluma, GHilH OTBOPH 34 IIeJatbe: 1o
JIBa BE/IMKA IypOHHCKA OKa C HAPOUMTHM CTAKINMA, YOKBHPEHA LIPHHM KayuyKOM.
[lopen cBakor TakBor OTBOpa OHIIA je Mana CTONHIA Ge3 HACIOHA, IPeCcBYIeHa
upBeHuM ruiHwem. CBera MeTHAeCT OTBOPA — HA CBAKO] CTPAHY NOJMIOHA 10 JeaH —
H HCTO TOIHKO CEHIITA.

V HEBHJUBHBO] YHYTPALIELOCTH Te 3rpajie GHIle ¢y KPYKHO PACTIOPEHEHE CIIHKE Y
GUjH, HOMOhy HAPOYHTO NMOCTABRJECHHX OrNICaana ujawor CIICKTPHYHOI OCBCTJECH:A
OHE Cy Ipe/t INIefa0ueBHM O4HMA MOCTajalle YBelHYaHe, japKo OCBETIbeHE H BeOMa
HBE M iactiune. Hapouura, u oner HeBHUBMBA, MALIMHEPH]A NOKPETAIA je Leo
Taj nojac cimka yokpyr. Chaka CITHKa 3ajp/kaBana ce Tpejl CBaKiM r71e/laolieM J1Ba 10
TPH MHHYTA, & OHJIA C& KPETala 1aJbe YAeCHO, i Ha BEHO MECTO 10/Ia31iIa je HoBa
CIIHKA, CIICBA. TBKO, JOK CBAaKH ricjaaljian HC BUIH CBC CIIHKC.

[porpam ce cacTojao 0/ NeTHACCT CIIMKA je/IHe OJIPEHEHE 3eMIbe HITH je/IHOT BeTHKOT
rpaja, i MEHao ce cBake Heaesbe. JeanoM je to Guo Puo ae JKaneupo, apyru nyt
JIncaGon, ma Llgjmon, H cBe Tako peioM, H3 CelIMHIIE ¥ CEIMHILY, CBE JTAICKE 3eMbe H
Hero3uaTy rpanosi. Liexa yiaskuie Huje Ouiia BUCOKA, 14 HITAK j¢ 33 CHPOMaxa HaKa
Tpeher paspena peante ruMHA3HjE TPEACTABBANA 3HATAH HOBAIL 10 KOra HHje 610
yBek nako gohu. Amu Taj Hoall ce Mopao Hahu. [TaHopama je 3a MeHE nocTana Heka
BpPCTA HCOIXOAHE apore. ﬂDBI‘Ij’dU CaM CC Ha CBC MU]"yﬁG HAYHHC KAKO Ja JOHCM 10
HHKIEHOT HOBNA Koji oTapa Bpata "[Nanopame cerjeta”, a unMm 6ux yeneo ga ra
J00HjeM, TPUao caM PaBo ¥ IIABHY YAULY Y IpeIapao ra Aebeinoj xeHH 3a KacoM Ha
ynaly y nanopamy. A kan GHMX jenHoM ceo Ha UpBeHH Tabype, 32 MEHe je MOYHILAO
IIpaBH, BEIHKU 1 00acjani #uHeoT. CBe LITO je JIOT/IE 3HAUKIIO MOj CTBAPHH XKHBOT,
TOHYJIO j& Y HEMOCTOjarbe. A CBE LITO CAM YHTAO ¥ POMAHIMA MIIH JKEIICO U IPaIuo y
MalIITH, CBE C& MOIJIO MIOBE3aTH Ca OBHM CIHKaMa. Moje BHHO TIOJke, & ca IHM i
uenia ¢BecT, GHII0 je NOTIIYHO MCIIYHEHO 3eMIbAMA H IPAJI0OBHMA KOjH CY NIPEIa MHOM
KIM3HITH U Y KOjuMa cam ce TyGno. Tuumina je Gnna ceewana u noTnyHa, caMmo je ¢
BpPeMeHa Ha BpeMe (HHI Ie4adKy CyX MOrao [a yXBaTi c1ad mwyM, jesa uyjHy
UIKPHITY MEXAHH3MA.

Beorpan 1o6uja [Tynnuos cnomennk

Henpen rexnnukux dakynrera y beorpany cieneher centemGpa Guhe nocrapbeH CioMeHHK
Muxajay [ynuy, y okBHpY nporpama kojum he ce obenexurn 160 roanna o1 pohersa Tor
HayyHHKa. 3HauajHy cymy 3a usrpaby obe3bennhe @oun "Mnanen Cenak".

Y okBupy nporpama kojum he ce obenexutu 160 rouna o pohetba Muxajna Iynnna, caeacher
cenrembpa he nacnpam criomenuka Hukosu Teeiu, Herpell srpajie TeXHUUKUX pakyitera y
Beorpasy, GuTH mocTaBibeH CIOMEHHK ToM HaydHuKy. Criomennk he Gui neno npodecepa
Muposbyba CramenkoBuha.

3HauajHy cymy 3a m3rpajmy obesoemhe Gonn "Muanen Cenak”. To je ®onn jeaHor ox
HajboraTHjux 1 HajyriuajHijux Cpba y AMepHIn.

"Ja myGoxko, nyGoko, BepyjeM y Hayky, yGoko Bepyjem y Moh yoBeKa, 1a YOBEK je Ty Jia CTBapa, fa

roMazke, J1a npH 100po oko ceGe. 3a Mene ¢y [Tynuu 1 Tecna Jbyan KojH 3aciIykyjy Haie

Hajeehe nowrosame", kaxxe Mnazen Cenak.

Cenak je u prnancupao u3nox0y o IynuuoBum aeiuma y Cprickoj akazieMuji Hayke u
YMETHOCTH, a cajia 0GjaBibyje Kibury Kojy he nonenntu Haumm mkonama. 3a ayroGrorpapujy "Ca
naibaka 10 Haydetaxa", ITynun je 10610 [TynnuepoBy Harpajy.

Cenak Kaxe J1a je TMTepaTypa CKyIa, aiu 1 J1a je Ta Kisira 1o0po ypahena. "Kisura Hocu
HCTOPHjaT YOBEKA KOjH j& 0Baj CBeT 3aaykuo", kaxke Cenak.

Tpema weroBum peunma, Tenedonn, koje Mu nanac ynorpebibasamo, cy [ymiuoso eso.
®Donzaunja je Beh obosra IMymiroBy poay kyhy y MaBopy ¥ H3/tana npurojiy nouTascky
mapky. CBe y 1HIbY [1a Ce JIE/I0 BE/MKOr HayuHHKa OTPrHE 0J1 3a00paBa, Kako Gy npase BPeAHOCTH

©Oute MyTOKa3 MIaanMa.

(d)

FIGURE 11: Custom-oriented database: (a) Printed document in Latin, (b) Printed document in Cyrillic, (c) Web document in Latin, (d) Web

document in Cyrillic.

Contrast (CON) or inertia is a measure of the intensity
contrast between a pixel and its neighbor over the entire
image. Hence, it shows the amount of local variations present
in the image. If the image is constant, then the contrast will
be equal 0. The highest value of contrast is obtained when
the image has random intensity and the pixel intensity and

neighbor intensity are very different. The equation of the

contrast is [15, 16]:

CON=YYP(i,j) (i j).

i=1j=1

(11)
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FIGURE 12: The ratio of the script type occurrence: (a) short, descending and full, (b) ascending.
TABLE 6: Cooccurrence descriptors for Latin and Cyrillic cipher text.
Serbian language Latin Cyrillic Characterization
Uniformity (energy) 0.2459 0.3811 Latin < Cyrillic
Entropy -1.6298 -1.4363 Latin > Cyrillic
Maximum probability 0.3722 0.5863 Latin < Cyrillic
Dissimilarity 0.7356 0.6669 Latin > Cyrillic
Contrast 1.0423 1.2660 Latin < Cyrillic

From the above results, it is clear that co-occurrence descriptors can fully characterize the difference between Latin and Cyrillic script. This means that frequency
analysis of the occurrence can be supplemented with additional attributes in order to define a strong margin as a criterion to distinguish a certain script.

A Dbrief look at the normalized co-occurrence matrix P
for the same document written in Latin and Cyrillic scripts
(text representing the excerpt of the first four paragraphs
from a document given in Figure 10) shows quite a different
characterization. The test results are given in Table 5.

Furthermore, the calculation of five co-occurrence
descriptors shows the values given in Table 6.

3. Experiments

For the sake of the experiment, a custom-oriented database
is created. It consists of 10 documents. These documents
represent excerpts from printed and web documents written
in Serbian language. The documents are created in both
scripts: Latin and Cyrillic. Printed documents are created
from PDF documents, while web documents are extracted
from web news. The total length of documents given in
the database is approx. 75000 letter characters per script
(approx. 40 pages). The length of printed documents is from
2273 to 15840 letter characters. Web documents are smaller
compared to printed documents. Their length is from 1231 to
2502 letter characters. It should be noted that all documents
have more than 1000 letter characters. The example of the

printed and web document from the database is shown in
Figure 11.

4. Results and Discussion

According to the proposed algorithm, all documents from
the database are converted into equivalent cipher texts and
subjected to the frequency and co-occurrence analysis. First,
the frequency analysis of the script type occurrence in Latin
as well as in Cyrillic documents is examined (Table 7). The
obtained results for each document are given in Table 8.

The final processing of the results is based on cumulative
measures like sum, average, max and min of script type
occurrence in the database. According to that the criteria are
established. All these are shown in Table 9.

From cumulative results given in Table 10 some criteria
can be established. It can be noted that the biggest margin
between results are seen in the ratio of ascending letters. This
ratio has the value of at least 8. Hence, it is the strongest
point of qualitative characterization and recognition of the
certain script. Furthermore, the smaller number of short and
descending scripts are common in Latin compared to Cyrillic
documents. At the and, full letters are quite rare in a Latin
document. However, its characterization in criteria form is
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TABLE 7: Frequency analysis of the script type occurrence in documents from database.
Printed documents
Type of script . Doc1 N . Doc2 N . Doc 3 N . Doc 4 N - Doc 5 N
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
S 2243 2764 11396 13593 1510 1914 2217 2516 2069 2542
A 906 53 4060 306 693 65 598 53 897 64
D 183 468 724 1933 82 286 261 445 151 461
F 0 7 0 8 0 8 8 26 0 12
Web documents
Type of script Doc6 Doc7 Doc 8 Doc9 Doc10
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
S 1486 1799 1358 1682 783 996 1657 2078 1328 1637
A 598 48 636 46 408 48 750 62 588 68
D 99 304 75 292 58 174 134 344 99 284
F 0 7 0 9 0 13 0 18 0 9
The above results are further processed in order to calculate the ratio of script type occurrence between Latin and Cyrillic document. Complete results are
given in Table 8.
TaBLE 8: The ratio of script type occurrence between Latin and Cyrillic documents.
Type of script Doc1 Doc2 Doc3 Doc 4 Doc5 Doc 6 Doc7 Doc 8 Doc9 Doc 10
S 0.81 0.84 0.79 0.88 0.81 0.83 0.81 0.79 0.80 0.81
A 17.09 13.27 10.66 11.28 14.02 12.46 13.83 8.50 12.10 8.65
D 0.39 0.37 0.29 0.59 0.33 0.33 0.26 0.33 0.39 0.35
F 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0.00
The results are presented in Figure 12.
TaBLE 9: The ratio of script type occurrence measures.
Type of script ) 2 . Ratio ) Criteria
Latin Cyrillic Average Max. Min.
S 26047 31521 0.82 0.88 0.79 >0.75
A 10134 813 12.21 17.09 8.50 >8
D 1866 4991 0.36 0.59 0.26 <0.6
F 8 117 0.03 0.31 0.00 ¢
TaBLE 10: GLCM five descriptors of the script type co-occurrence in documents from database.
Printed documents
Doc1 Doc2 Doc 3 Doc 4 Doc 5
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
Uniformity 0.2885 0.4725 0.2473 0.4167 0.2557 0.4120 0.2759 0.4545 0.2707 0.4498
Entropy -1.5191 -1.1774 -1.6379 -1.3079 -1.6047 -1.2999 -1.5675 -1.1650 —-1.5847 -1.1799
Max. probability ~ 0.4655 0.6636 0.3952 0.6139 0.4120 0.6098 0.4439 0.6457 0.4349 0.6405
Dissimilarity 0.6847 0.5933 0.7469 0.6592 0.7502 0.6427 0.7064 0.6041 0.7117 0.6217
Contrast 1.0324 1.1790 1.1106 1.2859 1.1258 1.2261 1.0577 1.1449 1.0630 1.1949
Web documents
Doc6 Doc7 Doc 8 Doc9 Doc 10
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
Uniformity 0.2447 0.3714 0.2754 0.3817 0.2533 0.5005 0.2252 0.3147 0.2522 0.3325
Entropy -1.6524 -1.3738 -1.5725 -1.3412 -1.5990 -1.0779 -1.6778 -1.5650 -1.6144 -1.5059
Max. probability ~ 0.3964 0.5650 0.4409 0.5753 0.3972 0.6844 0.3195 0.5154 0.4016 0.5318
Dissimilarity 0.7723 0.7320 0.6912 0.7209 0.7294 0.5686 0.8317 0.7667 0.7256 0.7416
Contrast 1.1862 1.3869 1.0287 1.3681 1.0459 1.1158 1.2122 1.4220 1.0641 1.3716

The above results are further processed in order to calculate the ratio of script type co-occurrence in between Latin and Cyrillic document. These results are

shown in Table 11.
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F1GURE 13: Continued.
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FIGURE 13: Illustrations of co-occurrence descriptors in Latin and Cyrillic text (left) and its ratio (right): (a) Uniformity, (b) Entropy, (c)

Maximum probability, (d) Dissimilarity, (e) Contrast.

TaBLE 11: The ratio of the co-occurrence descriptors between Latin and Cyrillic documents.

Doc1 Doc 2 Doc 3 Doc 4 Doc5 Doc 6 Doc7 Doc 8 Doc9 Doc 10
Uniformity 0.61 0.59 0.62 0.61 0.60 0.66 0.72 0.51 0.72 0.76
Entropy 1.29 1.25 1.23 1.35 1.34 1.20 117 1.48 1.07 1.07
Max. probability 0.70 0.64 0.68 0.69 0.68 0.70 0.77 0.58 0.62 0.76
Dissimilarity 115 113 117 117 114 1.06 0.96 1.28 1.08 0.98
Contrast 0.88 0.86 0.92 0.92 0.89 0.86 0.75 0.94 0.85 0.78

The final processing of the above results is based on cumulative measures like average, max. and min. of script type co-occurrence in the database. According

to that certain criteria are established. All these are shown in Table 12.

TABLE 12: The ratio of script type co-occurrence descriptors.

Latin Cyrillic Ratio _—
Criteria
Min. Max. Average Min. Max. Average Max. Min Average
Uniformity 0.23 0.29 0.26 0.31 0.50 0.41 0.76 0.51 0.64 0.3
Entropy -1.68 -1.52 -1.60 -1.57 -1.08 -1.30 1.48 1.07 1.25 ?
Max. probability 0.32 0.47 0.42 0.52 0.68 0.60 0.77 0.58 0.68 0.5
Dissimilarity 0.68 0.83 0.74 0.57 0.77 0.67 1.28 0.96 L1 ?
Contrast 1.03 121 L12 112 1.42 1.27 0.94 0.75 0.86 ?

quite problematic due to their absence in Latin documents
from time to time.

Furthermore, the analysis of the script type co-
occurrence in Latin as well as in Cyrillic documents is
examined according to GLCM method. The obtained results
for each document are given in Table 10.

The co-occurrence descriptor for Latin and Cyrillic text
and its ratio is presented in Figure 13.

From the above results, some criteria can be established.
It is clear that uniformity and maximum probability receive
the most distinct values in Latin and Cyrillic text. Hence,
these descriptors are suitable for qualitative characterization
of Latin and Cyrillic text as well as for creating criteria to
distinguish a certain script type. From the above results, the
margin criteria should be uniformity of 0.3 and maximum
probability of 0.5. These values of both descriptors represent
the strong margin in qualifying the script in certain Serbian
text. If we accompany them with the criteria obtained from

frequency analysis of the script type occurrence, then the full
criteria of decision making can be established. This will lead
to correct recognition of the script in Serbian text.

5. Conclusion

The paper proposed the algorithm for recognition of exact
script in Serbian document. Documents in Serbian language
can be written in two different scripts: Latin or Cyrillic.
The proposed algorithm converts document written in Latin
and Cyrillic script into cipher text. This way, all alphabetic
characters are exchanged with only four different encrypted
signs according to predefined encryption based on text line
structure definition. Such ciphers texts are then subjected to
the frequency and co-occurrence analysis. According to the
obtained results a criteria for recognition of the certain script
is proposed. The proposed method is applied to the custom-
oriented database which includes different types of printed



14

and web documents. The experiment shows encouraging
results. Possible applications can be seen in the area of web
page recognition.

Future work will be toward the recognition of related
languages as well as different languages written in the same
script.
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This study considers Rao test and Wald test for adaptive detection based on a diversely polarized antenna (DPA) in partially
homogeneous environment. The theoretical expressions for the probability of false alarm and detection are derived, and constant
false alarm rate (CFAR) behaviour is remarked on. Furthermore, the monotonicities of detection probability of the two detectors
are proved, and a polarization optimization detection algorithm to enhance the detection performance is proposed. The numerical
simulations are conducted to attest to the validity of the above theoretical analysis and illustrate the improvement in the detection

performance of the proposed optimization algorithm.

1. Introduction

Detecting a signal of interest in the presence of noise is often
encountered in radar/sonar signal processing. In an ideal
situation, the noise in the training data is assumed to share the
same covariance matrix as that in the test data. This situation
is often referred to as a homogeneous environment. In this
case, many classic algorithms, such as the generalized like-
lihood ratio test (GLRT) detector [1] and adaptive matched
filter (AMF) detector [2], are widely used. A prominent fea-
ture of the two detectors is constant false alarm rate (CFAR).
The GLRT detector is obtained through replacing all the
unknown parameters with their maximum likelihood (ML)
estimates under each hypothesis within one step [1]. We refer
to this procedure as a one-step design procedure. On the
opposite, the AMF detector is derived with an ad hoc two-step
design procedure [2]. In other words, this design procedure is
the first to assume that the noise covariance matrix is known,
and to obtain the GLRT test by maximizing over other
unknown parameters. The ML estimate of the noise covari-
ance matrix based on the training data alone is then sub-
stituted into this test. In the following, the GLRT and AMF
detectors are referred to as the one-step and two-step GLRT-
based detectors, respectively.

However, nonhomogeneous environments may be
encountered in many practical applications [3]. In airborne

radars, for instance, the ground clutter in the test and training
data is generated by reflections from different portions of the
ground. The power level fluctuations of the ground clutter
might arise due to variations in terrain [4]. Several models
have been proposed for the nonhomogeneous environments
[5]. One of these models is the partially homogeneous model,
where the noise covariance matrix has the same structure in
the test and training data samples but may differ by a scaling
factor. This partially homogeneous model is also used in a
wireless communication system with fades over multiple
sources of interference [6]. The detection problems in the
partially homogeneous environments have recently attracted
much attention [6-17]. Many detection algorithms, such as
matched subspace detector (MSD) [12] and adaptive subspace
detector (ASD) [13], are proposed to deal with detection
problems in the partially homogeneous environment. Notice
that the ASDs contain the common one-step and two-step
GLR-based detectors for the case in which the scaling factor
of the test data may deviate from that of the training data
[3]. Additionally, the CFAR ASD has been proved to be a
uniformly most powerful invariant test [6, 17]. Interestingly,
the CFAR ASD exhibits great robustness to the scaling of
the test data, whereas Kelly’s GLR detector [1] and Robey’s
AMEF [2] are sensitive to the scaling factor and even cease to
be CFAR [6]. Reference [16] showed that the CFAR ASD is



GLRT when the test measurement is not constrained to have
the same noise level as the training data.

Moreover, the GLRT has been the most commonly
employed one in signal processing. Nevertheless, since there
is no particular a priori reason to exploit the GLRT rather
than the others, during the last three decades, Rao test [18]
and Wald test [19] applied to practical signal processing
detection problems have started to appear in open literature.
For instance, in [20], an adaptive detector based on Rao
criterion is devised to discriminate the presence of a deter-
ministic signal, with unknown amplitude, in Gaussian noise
with unknown but structured (AR parameterized) spectra. In
[21,22], Rao and Wald tests are, respectively, derived to detect
a signal with unknown amplitude in homogeneous Gaussian
disturbance with unknown covariance matrix. In [23], Rao
test has been applied to the problem of radar space-time adap-
tive processing (STAP), while in [24, 25], Rao and Wald tests
are devised with reference to adaptive detection of distributed
targets in non-Gaussian clutter. In [26-28], Rao and Wald
tests have been applied to multiple-input multiple-output
radar detection in compound-Gaussian clutter. Finally, in
[29, 30], the coincidence and statistical equivalence of the
GLRT, Rao test, and Wald test are proved.

Asiswell known, a diversely polarized antenna (DPA) has
some inherent advantages over a scalar sensor, since it can
handle signals based on their polarization characteristics. The
tripole antenna in this paper is a common diversely polarized
antenna, and it consists of three mutually perpendicular short
dipoles—all centered at the same location, and it has as its
output the three components of the impinging electric filed
[31].

Generally, the performance of a radar system is associated
with many characteristics of the transmitted signals, such
as polarization [32]. Therefore, the system performance (for
example, detection capability) can be improved by optimally
selecting the transmitted signals. In [33], the authors have
developed a polarimetric detector based only on several
primary data vectors and shown that this test statistic has the
standard F-distribution. Hence, the detection performance
of the polarimetric detector can be improved by optimally
choosing the polarization of the transmitted pulses to max-
imize the noncentrality parameter. Based on a diversely
polarized antenna, [34, 35] addressed the problems of adap-
tive detection and performance enhancement by optimally
selecting the polarization of the transmitted pulses of the DPA
in homogeneous and partially homogeneous environments.
Hence, the detection performance of the polarimetric detec-
tor can be improved by optimally choosing the polarization
of the transmitted pulses to maximize the noncentrality
parameter.

In this paper, we study Rao test and Wald test for adaptive
detection based on a DPA in partially homogeneous environ-
ment. Our main contribution is to derive the expressions for
the probabilities of false alarm and detection of Rao test and
Wald test with unknown noise covariance matrix structure
based on a DPA, in the partially homogeneous environment.
It is found from these expressions derived that Rao test and
Wald test have the CFAR property. The other contribution
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of this paper is that the monotonicities of detection prob-
ability of the two detectors are proved and a polarization
optimization detection algorithm to enhance the detection
performance is proposed. The improvement in the detection
performance of the DPA is achieved by using the proposed
algorithm to optimally select the polarization of the transmit-
ted pulses.

The rest of this paper is organised as follows. The
statement of the problem and the description of the signal and
noise models are given in Section 2. The theoretical expres-
sions for the probability of false alarm and detection of Rao
and Wald detectors are derived in Section 3. The monotonic-
ities of detection probability of the two detectors are proved
in Section 4. Polarization optimization detection algorithm
is proposed in Section 5. The simulation results of the two
detectors as well as the GLRT are displayed in Section 6.
Lastly, conclusions are given in Section 7.

2. Signal Model

In this section, we consider a detection problem in partially
homogeneous environments. The received Q-dimensional
complex vector x, commonly called primary data or test data,
is constrained to be of the form

X=2s+n, 1)

where X is a known Q x g dimension signal subspace
matrix representing the system response associated with the
characteristics of the transmitted signals (e.g., polarization),
and suppose that Q > gand rank(X) = g; s is a g-dimensional
deterministic but unknown complex vector accounting for
the target reflectivity and the channel propagation effects;
n is a noise data vector and is assumed to have a complex
circular Gaussian distribution with zero mean and covariance
matrix pR, that is, n ~ CN(0, 4uR), where R is an unknown,
positive definite noise covariance matrix structure and y is
an unknown scaling of the noise in the test data. Notice that
the scaling factor accounts for the noise power mismatch
between the primary and secondary data. The arbitrary
scaling between the primary and secondary data is important
in some realistic scenarios [3].

Suppose that K (K > Q) secondary data samples free of
the target signal, that is {y;,k = 1,...,K | y, ~ CN(0,R)},
are available. The problem of detection is to decide whether
the target signal is present or not in the range cell under test.
This problem can be posed in terms of a binary hypotheses
test. We let the null hypothesis (H,) be that no target signal
is present and let the alternative hypothesis (H;) be that the
data contains target signal. Hence, the detection problem is
to decide between the null hypothesis and the alternative one
and can be stated as a parameter test:

H, {x ~ CN (0, uR),

YkNCN(O’R)) kzl,...,K,
)
_|x~CN(Zs,uR),
"y ~CNOR), k=1,... K.
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3. Adaptive detectors

Now, a brief introduction about ASD is explained in order to
study Rao test and Wald test performances.

In practice, a prior knowledge on the covariance matrix
structure is usually unknown. According to [35], the detector
used to handle the detection problem with unknown R, which
is referred to as ASD, is

o~ o~ -1 o~
xHR‘lz(zHR‘lz) >HRx H,
S dasp (3)

Y= —
xHR 1x H,

where g,sp € (0,1) is the detection threshold and R =

Zszl yk)f,'j . The superscript “H” denotes complex conjugation
transpose.

The false alarm probability function of ASD can be
written as

F(gasp) = P}?ASD{\P > gASD'Ho} J P?ﬁ?fp (p)dp, (4

where p denotes a loss factor whose distribution is

K K—Q+q(1 _p)Q—q—l
fo(p) = , 0<p<l,
g (Q-g-1H(K-Q+q)
_ q-j
pASD _ < 1 - gasp )K Qﬂi [gASD(l - P)]
FAlp 1= gaspp -1 Ci- Q+q - 9AsDP

©)

Furthermore, the probability detection function of ASD
is [3]

Z(gasp) = PSSD{(D > gASDlHl} J Pg|sprp (p)dp, (6)

where the probability of detection conditioned on p is

pASD _q _ [gASD(l ) ]q1< 1 = gasp )K_QH
Dl 1= gaspp 1= gaspp
_ j
XK§+1Cq+] 1 [QASD(I —P)]
=1 ] 1-gasp
Tp(1- 2y [Tp(1 - "
xexp[ P gASD)]Z_[ P 9ASD)] ,
1 = gaspp o m! 1 = gaspp

r=s"[z"(uR)"'z]s.
7)
Reference [29] proved that Rao test, Wald test, and GLRT
[16] coincide in the presence of partially homogeneous com-

plex circular Gaussian disturbance with unknown covariance
matrix and Rao test which can be written as

QK+1-Qv¥

_(K+1)(K+1+Q‘I’)§gR1 ®

H, gRl(K+l)2
¥ S gp, = ’ v
= ;gR,z Q[K+1-Q-(K+1)gg,] ®

where gz, € (0,Q(K +1-Q)/(K + 1)(K + 1+ Q)) denotes
the appropriate modification of thethreshold in [29]. Let & =

(QK+1-Q) - (K+1)(Q+K+1)gg )/ (QAK+1-Q) - (K +
(Q + pK + p)gr,) (0 < « < 1). The false alarm probability
of Rao test can be written as

PRao{q) > 9R1|H0}

ASD {

¥ > grolm, }

_ pASD S Ir1 (K + 1)?
FA QIK+1-Q-(K+1)gg,]

J

_ F( Ira (K + 1)? )
QIK+1-Q-(K+1)gpg,]

1
SR AL
(10)

where
Pegjp = o ZCK g (1=
The detection probability of Rao test can be written as
Rao {CD N 9R1|H }
= B3 ¥ > graly, }

= PSP {\y > g (K + 1

Q[K+1-Q-(K+1)gg,]

_ Z( gr1(K+ 1)’ )
Q[K+1-Q-(K+1)gpg,]

. } (12)

= I Py £, (p) dp,

where

Pglalf =1-(1-a) o

K-Q+1 /1 j
+
X Z ct JQ+q (—> exp (-Tpa) 13)
j_l 1
—(Toa)™
x mZ:O — (Tpa)
From [29] we can get Wald test
QY Ii’
= 14
(K+1—Q)(1—‘{’)§19W’1 (14)
Hy K+1-
=S VYS gy, = o { 9 (15)

H Q+(K+1-Q) g,



where gy, € (0,00) denotes the appropriate modification of
the threshold in [29, p. 387, formula (12)]. Let 8 = Q/(Q+(1-
P)(K+1-Q)gy;),0 < B < 1, and the false alarm probability
of Wald test can be written as

ng\ald {Q > 9w,1|H0}
=P {9 > guoly |
_pASD |y Gwa(K+1-Q)
FA Q + (K +1-— Q)gVV,I H, (16)

:F< g (K+1-Q) )
Q+(K+1-0Q)gw,

= [ P47, (),
where

pWald _ pK-Q+1
FAIp _ﬁ " ZCK Q+gq— ](1 _/j)q J (17)

The detection probability of Wald test can be written as

Wald {Q > gW1IH }

=Py ¥ > gyl |
gVV,l(K+ 1-Q)

_ pASD
=P, {\}’> Q+ (K+1-Qgw

=Z< g1 K+1-Q) )
Q+(K+1-0Q)gw;

g

= [ 27, ().

where

I\;\lf;i)ld _ (1 ) K Q+1

x Kfﬂ ot (ﬂ)j exp (-Tpp)

B (19)

j-1 1 .
X Z %(Fl’ﬁ)

From (10) and (16) we can see that Rao test and Wald test
have the desirable constant false alarm rate (CFAR) property
with respect to both the shared noise covariance matrix
structure R and the scaling y of the noise in the test data.

4. The Monotonicities of
Detection Probability

In this section, the monotonicities of detection probability
are proved. Firstly, a proposition is introduced, and then
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a polarization optimization detection algorithm is proposed
to enhance the detection performance of the two detectors.

Proposition 1. Both PR and P are monotonically

increasing functions for T > 0. (Since R™" is positive definite,
we haveT > 0.)

Proof. We transform (14) into an equivalent form as (20) in
[35], and then we have 0 < « < 1. Using (17), we can obtain

dPe J-l dPyy
dr

j-1
X {i(l“poc)m - %(Tpoc)m_l} dp (20

q+j-1
CK Qtq

! 1 K-Q+1 g
_ _ 441 K-
—Jo(l )T« X Z

=1
<1—oc]

X

o

) ' (pax) exp (~Tpat) f, (p)

1 i1
X — (Tpa) ™ dp.
(j-1)!

It follows from 0 < &« < 1 and I’ > 0 that the function
of p in the integral in the right-hand side of (20) is positive
for 0 < p < 1 and is zero for p = 0 or 1. Thus, the integral
of this function over [0, 1] is greater than zero; namely, the
derivative in (20) is positive. O

Proof. We transform (8) into an equivalent form as (20) in
[35], and then we have gy,; € (0,00). Using (12), we can
obtain

dPWald
D
dar

1 dpye
d
L e (P)dp

1 -Q+1
1 hK-Q+1 j—1
[ ampren$

j=1

<(5E) e 1o 1,0

j-1
1 m—1
x 0{% Tpp)” !(Fpﬂ) }dp
! q-1 HK-Q+1 2 q+j-1
_ L (1-B)T I Yy il

Jj=1
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(25 e 1o 1,7

1

G (rpp)'dp.

X

(21)

It can be proved in the same way that the derivative in (21)
is positive too. The proof is completed. O

From the proposition above we can see that the greater
the value of I' (I' > 0), the better detection performance.
The detection performance of Rao test and Wald test can
be enhanced by designing the system response X to maxi-
mize the parameter I'. The system response matrix can be
parameterized as ¥ = X(g). The problem of performance
enhancement of Rao test and Wald test can be formulated as

€ = arg max {sH [ZH (e) (uR) 'z (s)] s} . (22)

5. Polarization Optimization
Detection Algorithm

The matrix V is the response of the diversely polarized sensor
array [33]. If the array is a tripole antenna, it can be written as

—sing —cos@siny
V=| cosp —singsiny |, (23)
0 cosy

where ¢ and y denote the elevation and azimuth angles of the
target return with ¢ € [0, 7] and y € [-m, 7].

The vector z,(t) is the pth pulse of the narrowband
transmitted signal which can be represented by

2, (t) = [z”’] a, (t)

Zzp

cosa, sina cos
[ ey [ehy ]
—sina, cosa, | |jsinf,

p
where z,, and z,,, are the signal components on the polar-
ization basis of transmitter, a, and 3, are the orientation and
ellipticity angles of polarization ellipse with at,, € [-71/2,71/2]
and ﬁp € [-m/4, /4], and ap(t) (p=1,...,P)is the complex
envelope of the pth transmitted signal pulse and each element
ofa, = [a,(t),),...,a,(typ)]" (p = 1,...,P) witht,,,, (m =
1,..., M) denoting the mth sampling instant within the pth
pulse.

The polarization matrix of each diversely polarized pulse
(p=1,...,P)is given by

_ |z, 0 2z,
E,= [ 0 2, 2] (25)

So the system response matrix can be written as
a; ® VE,;

2= : > (26)
ap® VE,

and matrix X has dimension 3MP x 3, where P is the number
of the transmitted pulses.

The noise covariance matrix is supposed to be R =
02 (Ip® Cyp14301)> Where o is the noise power of each sample,
I, denotes the P-dimensional identity matrix, and C,,,, is
Gaussian shaped with one-lag correlation coeflicient p, = 0.9
[35]. That is to say,

1 G2 " Oy
Coxn=| RS I (27)
Cn1 Sm2 " G
02
where ¢; = 0.9 i = L...omj=1,...,n
Suppose R’ = I, ® Cyam and T =

(1 /‘uO'Z)SH [ZH®R')'S]s. Note that R’ is real symmetric
matrix and (R')™" is also real symmetric matrix. So (R
can be decomposed into (R')™ = G'G uniquely, where
G is 3MP x 3MP dimension real upper triangular matrix.
Therefore, the fitness can be written as

1 1
r=—s"3"G"Gzs = —(G2s)"GZs.  (28)
0.

n n

Suppose that H = GXs and H is 3MP x 1 dimension
complex vector. Then finding the maximum value of T is
equivalent to finding the maximum modulus value of H.

Note that Cy,5 is real symmetric matrix and C;y 50,
is also real symmetric matrix. So it can be decomposed into
Cirvpsy = & g uniquely, where g is 3M x 3M dimension
real upper triangular matrix. Now we have an important
discovery: G=1,®g.

Proof. From the above analysis, we can get
-1 T
Cimxam =8 8
= 1LeChay=1,08'8
-1, -1 T (29)
=1 ®Cyp sy = (IP ®g ) (Ireg)
-1 T
= (I8 Cypam) =(peg) (Ip®8).
Due to (Ip ® Cypp50) " = GTG, we can get
G=I,8g (30)
Then H can be written as
H=GXs=(I,®g)3s
a, ® VE,;
= diag[g,.... g] : s
ap ® VE, (31)
ga, ® VE;s
= : = [h,hy,...,hp]",
gap ® VEps



where h, = ga, ® VE,s5,p = 1,..., P is a P-dimensional
complex vector group, and each one of them is a 3M x 1
dimension complex vector.

It is considered in our system that the polarization
parameters of different transmitted signal pulses are inde-
pendent of each other; that is, wheni#j (i = 1,...,P;j =
L,...,P) («, B) and (a;, B;) are independent of each other.
Thus, we can get a conclusion that finding the maximum
modulus value of H is equivalently decomposed into finding
the maximum modulus value of every vector in the complex
vector group:h,, p=1,..., P. O

Now we analyze the complex vector group: h, = ga, ®
VE,s,p = 1,...,P, where real upper triangular matrix g
is fixed; when transmitted signal pulses and the sampling
form are fixed, the complex envelope of the pth transmitted
signal pulse a, is fixed; when the target is deterministic,
the target reflectivity vector s is fixed; in the same pulse
interval, we assume that the elevation and azimuth angles
of the target fixed, that is, V, are fixed. Thus, there are
two variable parameters (a,,3,) to be optimized in each
vector hp, p = 1,...,P. Therefore, the proposed algorithm
is to optimally choose the parameters («,, 8,) to meet the
maximum modulus value of every vector in the complex
vector group: hp,p =1,...,P.

The optimization detection algorithm is to find the max-
imum fitness function value: I'(¢) = sH[ZH(s)(‘uR)_lZ(s)]s,
and there are N, = 9M*P* + 36MP + 3 multiplications
in the fitness. The proposed algorithm is the equivalently
decomposed of previous method [35]. There are p fitness
functions: h, = ga, ® VE;s,p = 1,..., P, and they totally

have N, = 9M*P + 30 MP multiplications. The multiplication
number of proposed method is a linear increasing as the
parameters increase, while it is a square increasing in the
previous method. From Figure 1 we can see that the proposed
method is much more efficient than the previous method.

In a special circumstance, A;a; = A,a, = --- = Apap =
a(A, € Rk = 1,...,P), that is, a;,a,,...,ap, are linear
correlation, for example, rectangular pulses [34]. Thus, we
get a conclusion that finding the maximum modulus value of
every vector in the complex vector group: h,,, p = 1,..., P is
degraded equivalent to finding the maximum modulus value
of any vector.

6. Experiment Results and Discussions

The experiment results are done by MATLAB program in
a PC computer with CPU: inter [3-2100, 3.1 GHz dual-core
processor, and 2 GB memory.

6.1. Simulation Results of the Detection Performances. The
received data model with a coherent radar in [3] is adopted.
We set Q = 8, K = 48. In order to decrease the computational
burden, the probability of false alarm is set to be 0.01.

The performances of the ASD, Rao test, and Wald test
operating with three polarimetric channels are compared
with that of the single and dual channel detectors in Figure 2.

The Scientific World Journal

TABLE 1: The maximum fitness function values got by two methods
(x10°).

Methods P 1 2 3 4
Fitness1 15560 15560 15560 15560
Fitness 2 19668 19668 19668

Proposed

method  Fitness 3 12143 12143
Fitness 4 1.5471
Sum 15560 35228 47371  6.2842

Previous  piess 15560 35228 47371 6.2842

method

It is shown in Figure 2 that the more the used polarimetric
channels, the better the detection performance. In particular,
the three-channel detector significantly outperforms the
dual-channel detector due to the exploitation of the HV
channelwith higher SNR.

In Figure 3, the probability of detection of the dual-
channel detector as a function of SNR for different values of
noise level is plotted. As expected, the increase in the value
of p results in a performance loss due to greater noise power
received by the radar system.

From Figures 2 and 3 we can see that the detection
performance curves of ASD and Rao and Wald tests coincide
exactly. For this reason, Figures 2 and 3 are conducted to
attest to the coincidence of Rao test, Wald test, and GLRT and
illustrate the validity of the expressions for the probabilities
of false alarm and detection of Rao test and Wald test with
unknown noise covariance matrix structure based on a DPA,
in the partially homogeneous environment.

6.2. Simulation Results of Detection Performance Optimiza-
tion Algorithm. In this section, we validated the analytical
performance of the algorithms by computer simulations. In
the following simulations, we select P = 1,2, 3,4, M = 2;
0> =1/3and u = 3;s = [2,-1i,0.5] s a; = [7 + 8i,8 - 2i]";
a, = [5+3i,6-9i]";a, = [3+7i,4—4i]";a, = [1+5,2-8i]"
in normal circumstance.

The analytical solution can be solved by the proposed
method theoretically, but the solution procedure is very
complex. Therefore, we use Taguchi optimization algorithm
to solve this problem.

As shown in Figure 4 and Table 1, the sum of the maxi-
mum fitness function values in the proposed method is the
same as the maximum fitness function value in the previous
method. And from Table 2 we can see that the two methods
get the same optimal polarization parameters. There is no
doubt that the numerical simulations are conducted to attest
to the validity of the above theoretical equivalence relation.

From Table3 we can see that the proposed method
costs less time than the previous method. The numerical
simulations confirm the truth that the multiplication number
of proposed method is a linear increasing as the parameters
increase, while it is a square increasing in the previous
method.
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The multiplication number

1 2 3 4 5 6 7 8 9 10

The number of transmitted signal pulses (P)

--- (a) Previous algorithm
—— (b) Proposed algorithm

FIGURE 1: The multiplication numbers of two methods.
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TaBLE 2: The optimal polarization parameters got by two methods
(rad).

TABLE 4: The maximum fitness function values got by two methods
in a special circumstance (x107).

(ocp, ,BP) Previous method Proposed method Methods P 4
o 0.5648 0.5648 Fitness 1 0.1556
B 1.7805 1.7805 Fitness 2 0.6224
a, 0.4070 0.4070 Proposed method Fitness 3 14004
B, 1.7996 1.7996 Fitness 4 2.4896
oy 0.5013 0.5013 Sum 4.6880
B, 2.0538 2.0538 Previous method Fitness 4.6880
oy 0.3776 0.3776
Ba 2.1467 2.1467
see the proposed method. Comparing Tables 2 and 3 with
TaBLE 3: The time cost by two methods (ms). Figure 5, we can prove that the proposed algorithm is reliable.
Here we select P = 4; M = 2; u = 3;s = [2i,-1i, 0.5]%;
P Previous method Proposed method a, = [7+8i,8 - 2i]T; a, = 2a;a, = 3a;a, = 4a, in
1 47139 43.702 special circumstance. From Figure 6, Table 4 and Table 5 we
2 164.46 87175 can see that the following experiment results get the same
3 35416 13052 conclusion as Section 5 in detection performance analysis.
However, from Table 6 we can see that the efficiency of the
4 457.63 178.48

From the above theoretical analysis and simulation exper-
iments we can get a conclusion that the proposed method can
get the same detection performance as previous method, but
it is more efficient than previous method.

Figure 5 depicts a three-dimensional distribution of mod-
ulus value of ,, when the orientation angle o, and the elliptic-
ity angle B, of polarization ellipse are valued within the range:

a, € [-7/2,7/2] andﬁp € [-m/4, m/4]. From Figure 3 we can

proposed method is 9 times more than the efficiency of the
previous method. The numerical simulations are conducted
to attest to the validity of the above theoretical analysis.

We consider two different cases (g = 3, P = 4, u = 3)
to illustrate the advantage of our optimization algorithm. In
Case 1, the polarization state is fixed. In Case 2, the polar-
ization state can be arbitrarily selected, and we use the pro-
posed optimization algorithm in Case 2. When depicting the
detection probability curves of Rao test and Wald test, the
probability of false alarm is set to be 10*, and we choose the
statistical data model in [35].
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TABLE 5: The optimal polarization parameters got by two methods
in a special circumstance (rad).

TABLE 6: The time cost by two methods in a special circumstance
(ms).

(ocp, ﬁp) Previous method Proposed method
o, 0.5648 0.5648
B, 17805 1.7805
o, 0.5648 0.5648
B, 1.7805 1.7805
a 0.5648 0.5648
B 17805 1.7805
oy 0.5648 0.5648
,34 1.7805 1.7805

We can see that the detection performance of both
the detectors is indeed enhanced by utilizing the proposed
algorithm. The gains with respect to the conventional case are
approximately 1 dB in Case 2, respectively, when the detection
probability is 0.9. Comparing Figures 7(a) and 7(b), we can

Previous method
443.72

Proposed method
43.542

find that the performances of Rao test and Wald test are
exactly the same and it is attested to coincidence of Rao test
and Wald test again.

7. Conclusions

In this paper, we study Rao test and Wald test for adaptive
detection based on a DPA in partially homogeneous environ-
ment. Firstly, we derive the expressions for the probabilities
of false alarm and detection of Rao test and Wald test
with unknown noise covariance matrix structure based on a
DPA, in the partially homogeneous environment. It is found
from these derived expressions that Rao test and Wald test
have the CFAR property. Secondly, the monotonicities of
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detection probability of the two detectors are proved, and
a polarization optimization detection algorithm to enhance
the detection performance is proposed. The improvement in
the detection performance of the DPA is achieved by using
the proposed algorithm to optimally select the polarization

of the transmitted pulses. The theoretical analyses and the
numerical simulations are conducted to attest to detection
of the performance advantage of the proposed optimization
algorithm. What is more, the proposed method was much
more efficient than the previous method.
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Automated abnormal brain detection is extremely of importance for clinical diagnosis. Over last decades numerous methods
had been presented. In this paper, we proposed a novel hybrid system to classify a given MR brain image as either normal or
abnormal. The proposed method first employed digital wavelet transform to extract features then used principal component
analysis (PCA) to reduce the feature space. Afterwards, we constructed a kernel support vector machine (KSVM) with RBF kernel,
using particle swarm optimization (PSO) to optimize the parameters C and o. Fivefold cross-validation was utilized to avoid
overfitting. In the experimental procedure, we created a 90 images dataset brain downloaded from Harvard Medical School website.
The abnormal brain MR images consist of the following diseases: glioma, metastatic adenocarcinoma, metastatic bronchogenic
carcinoma, meningioma, sarcoma, Alzheimer, Huntington, motor neuron disease, cerebral calcinosis, Pick’s disease, Alzheimer
plus visual agnosia, multiple sclerosis, AIDS dementia, Lyme encephalopathy, herpes encephalitis, Creutzfeld-Jakob disease, and
cerebral toxoplasmosis. The 5-folded cross-validation classification results showed that our method achieved 97.78% classification
accuracy, higher than 86.22% by BP-NN and 91.33% by RBF-NN. For the parameter selection, we compared PSO with those of

random selection method. The results showed that the PSO is more effective to build optimal KSVM.

1. Introduction

Magnetic resonance imaging (MRI) is an imaging technique
that produces high quality images of the anatomical struc-
tures of the human body, especially in the brain, and pro-
vides rich information for clinical diagnosis and biomedical
research. The diagnostic values of MRI are greatly magnified
by the automated and accurate classification of the MRI
images.

Wavelet transform is an effective tool for feature extrac-
tion from MR brain images, because they allow analysis of
images at various levels of resolution due to its multires-
olution analytic property. However, this technique requires
large storage and is computationally expensive [1]. In order
to reduce the feature vector dimensions and increase the dis-
criminative power, the principal component analysis (PCA)
has been used. PCA is appealing since it effectively reduces

the dimensionality of the data and therefore reduces the
computational cost of analyzing new data [2]. Then, the
problem of how to classify on the input data comes.

In recent years, researchers have proposed a lot of
approaches for this goal, which fall into two categories. One
category is supervised classification, including support vector
machine (SVM) [3] and k-nearest neighbors (k-NN) [4]. The
other category is unsupervised classification, including self-
organization feature map (SOFM) [3] and fuzzy c-means [5].
While all these methods achieved good results, yet the super-
vised classifier performs better than unsupervised classifier
in terms of classification accuracy (success classification rate)
[6].

Among supervised classification methods, the SVMs are
state-of-the-art classification methods based on machine
learning theory [7]. Compared with other methods such
as artificial neural network, decision tree, and Bayesian



network, SVMs have significant advantages of high accuracy,
elegant mathematical tractability, and direct geometric inter-
pretation. Besides, it does not need a large number of training
samples to avoid overfitting [8].

Original SVMs are linear classifiers. In this paper, we
introduced in the kernel SVMs (KSVMs), which extends
original linear SVMs to nonlinear SVM classifiers by apply-
ing the kernel function to replace the dot product form
in the original SVMs [9]. The KSVMs is allowed to fit
the maximum-margin hyperplane in a transformed feature
space. The transformation may be nonlinear, and the trans-
formed space may be high dimensional; thus though the
classifier is a hyperplane in the high-dimensional feature
space, it may be nonlinear in the original input space [10].

The structure of the rest of this paper was organized as fol-
lows. Section 2 gave the detailed procedures of preprocessing,
including the discrete wavelet transform (DWT) and princi-
pal component analysis (PCA). Section 3 first introduced the
motivation and principles of linear SVM and then extended
it to soft margin, dual from. Section 4 introduced the method
of PSO-KSVM. It first gave the principles of KSVM and then
used the particle swarm optimization algorithm to optimize
the values of parameters C and o; finally it used K-fold
cross-validation to protect the classifier from overfitting.
The pseudocodes and flowchart were listed. Experiments in
Section 5 created a dataset brain of 90 brain MR images and
showed the results of each step. We compared our proposed
PSO-KSVM method with traditional BP-NN and RBF-NN
methods. Final Section 6 was devoted to conclusions and
discussions.

2. Preprocessing

2.1. Feature Extraction. The most conventional tool of signal
analysis is Fourier transform (FT), which breaks down a
time domain signal into constituent sinusoids of different
frequencies, thus transforming the signal from time domain
to frequency domain. However, FT has a serious drawback as
discarding the time information of the signal. For example,
analyst cannot tell when a particular event took place from a
Fourier spectrum. Thus, the classification will decrease as the
time information is lost.

Gabor adapted the FT to analyze only a small section of
the signal at a time. The technique is called windowing or
short-time Fourier transform (STFT) [11]. It adds a window
of particular shape to the signal. STFT can be regarded as
a compromise between the time information and frequency
information. It provides some information about both time
and frequency domain. However, the precision of the infor-
mation is limited by the size of the window.

Wavelet transform (WT) represents the next logical step:
a windowing technique with variable size. Thus, it preserves
both time and frequency information of the signal. The
development of signal analysis is shown in Figure 1.

Another advantage of WT is that it adopts “scale” instead
of traditional “frequency;” namely, it does not produce a time-
frequency view but a time-scale view of the signal. The time-
scale view is a different way to view data, but it is a more
natural and powerful way.
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2.2. Discrete Wavelet Transform. The discrete wavelet trans-
form (DWT) is a powerful implementation of the WT using
the dyadic scales and positions. The basic fundamental of
DWT is introduced as follows. Suppose that x(¢) is a square-
integrable function, then the continuous WT of x(¢) relative
to a given wavelet y(¢) is defined as

(o9

Wy@b) = [ x(© e, @ m
where
1 —
v = 2y (57 @

Here, the wavelet vy, ,(t) is calculated from the mother
wavelet y(t) by translation and dilation: a is the dilation
factor, and b is the translation parameter (both real positive
numbers). There are several different kinds of wavelets
which have gained popularity throughout the development
of wavelet analysis. The most important wavelet is the Harr
wavelet, which is the simplest one and often the preferred
wavelet in a lot of applications.

Equation (1) can be discretized by restraininga and b to a
discrete lattice (a = 2° & a > 0) to give the DWT, which can
be expressed as follows:

cajy (n) = DS [Zx(n) g; (n - 2jk)] ,
3)
cd;i (n) = DS [Zx (n) h; (n - 2jk)] )

Here ca;; and cd; refer to the coeflicients of the approx-
imation components and the detail components, respec-
tively. g(n) and h(n) denote the low-pass filter and high-
pass filter, respectively. j and k represent the wavelet scale
and translation factors, respectively. DS operator means the
downsampling.

The above decomposition process can be iterated with
successive approximations being decomposed in turn, so that
one signal is broken down into various levels of resolution.
The whole process is called wavelet decomposition tree,
shown in Figure 2.

2.3. 2D DWT. In case of 2D images, the DWT is applied to
each dimension separately. Figure 3 illustrates the schematic



The Scientific World Journal

FIGURE 2: A 3-level wavelet decomposition tree.

Subband

FIGURE 3: Schematic diagram of 2D DWT.

diagram of 2D DWT. As aresult, there are 4 subband (LL, LH,
HH, and HL) images at each scale. The sub-band LL is used
for the next 2D DWT.

The LL subband can be regarded as the approximation
component of the image, while the LH, HL, and HH subbands
can be regarded as the detailed components of the image. As
the level of decomposition increased, compacter but coarser
approximation component was obtained. Thus, wavelets pro-
vide a simple hierarchical framework for interpreting the
image information. In our algorithm, level 3 decomposition
via Harr wavelet was utilized to extract features.

2.4. Feature Reduction. Excessive features increase compu-
tation times and storage memory. Furthermore, they some-
times make classification more complicated, which is called
the curse of dimensionality. It is required to reduce the
number of features [12].

PCA is an efficient tool to reduce the dimension of a
data set consisting of a large number of interrelated variables
while retaining most of the variations. It is achieved by
transforming the data set to a new set of ordered variables
according to their variances or importance. This technique
has three effects: it orthogonalizes the components of the
input vectors, so that it uncorrelated with each other, it
orders the resulting orthogonal components, so that those
with the largest variation come first, and it eliminates those
components contributing the least to the variation in the data
set.

It should be noted that the input vectors should be
normalized to have zero mean and unity variance before

performing PCA. The normalization is a standard procedure.
Details about PCA could be seen in [13].

3. SVM Classifier

The introduction of support vector machine (SVM) is a
landmark of the field of machine learning [14]. The advan-
tages of SVMs include high accuracy, elegant mathematical
tractability and direct geometric interpretation [15]. Recently,
multiple improved SVMs have grown rapidly, among which
the kernel SVMs are the most popular and effective. Kernel
SVMs have the following advantages [16]: (1) work very well
in practice and have been remarkably successful in such
diverse fields as natural language categorization, bioinformat-
ics, and computer vision; (2) have few tunable parameters;
and (3) training often employs convex quadratic optimization
[17]. Hence, solutions are global and usually unique, thus
avoiding the convergence to local minima exhibited by other
statistical learning systems, such as neural networks.

3.1. Principles of Linear SVMs. Given a p-dimensional train-
ing dataset of size Nin the form

{(%p ) | x, € RP,y, € {=1,41}}, n=1,...,N, (4)

where y, is either —1 or 1 corresponding to the class 1 or 2.
Each x,, is a p-dimensional vector. The maximum-margin
hyperplane which divides class 1 from class 2 is the support
vector machine we want. Considering that any hyperplane
can be written in the form of

wx —-b =0, (5)

where - denotes the dot product and w denotes the normal
vector to the hyperplane. We want to choose the w and
b to maximize the margin between the two parallel (as
shown in Figure 4) hyperplanes as large as possible while still
separating the data. So we define the two parallel hyperplanes
by the equations as

wx —b==*1. (6)

Therefore, the task can be transformed to an optimization
problem. That is, we want to maximize the distance between
the two parallel hyperplanes, subject to prevent data falling
into the margin. Using simple mathematical knowledge, the
problem can be finalized as

min |[w
W,
7)

st. y, (wx,-b)>1, n=1,...,N.

In practical situations the ||w/| is usually replaced by
N SR
min— |lw]|
wb 2 (8)

st y,(wx,-b)>1, n=1,...,N.

The reason leans upon the fact that |w| is involved in a
square root calculation. After it is superseded with formula
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FIGURE 4: The concept of parallel hyperplanes.

(8), the solution will not change, but the problem is altered
into a quadratic programming optimization that is easy to
solve by using Lagrange multipliers and standard quadratic
programming techniques and programs.

3.2. Soft Margin. However, in practical applications, there
may exist no hyperplane that can split the samples per-
fectly. In such case, the “soft margin” method will choose a
hyperplane that splits the given samples as clean as possible,
while still maximizing the distance to the nearest cleanly split
samples.

Positive slack variables &, are introduced to measure the
misclassification degree of sample x,, (the distance between
the margin and the vectors x,, that lying on the wrong side
of the margin). Then, the optimal hyperplane separating the
data can be obtained by the following optimization problem:

1 o, ¥
in — +C
min > w le )

where C is the error penalty. Therefore, the optimization
becomes a tradeoff between a large margin and a small error
penalty. The constraint optimization problem can be solved
using “Lagrange multiplier” as

N
L2
min max 1 —||w||” + C
min ma {zn I Zf

N N
_Zan [yn (wxn - b) -1+ 8,,] - Zﬁnfn} .
n= n= (10)

The min-max problem is not easy to solve, so Cortes and
Vapnik proposed a dual form technique to solve it.
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3.3. Dual Form. The dual form of formula (9) can be designed
as

N 1 N N
ma?xzo‘n - EZ Z (xm(xnymynk (xnvxn) >
n=1

n=1m=1

0<a«a,<C, (11)

N n=1,...,N.
Zlocnyn=0>
o

The key advantage of the dual form function is that the
slack variables &, vanish from the dual problem, with the
constant C appearing only as an additional constraint on
the Lagrange multipliers. Now, the optimization problem (11)
becomes a quadratic programming (QP) problem, which is
defined as the optimization of a quadratic function of several
variables subject to linear constraints on these variables.
Therefore, numerous methods can solve formula (9) within
milliseconds, like interior point method, active set method,
augmented Lagrangian method, conjugate gradient method,
simplex algorithm, and so forth.

4. PSO-KSVM

4.1. Kernel SVMs. Linear SVMs have the downside to linear
hyperplane, which cannot separate complicated distributed
practical data. In order to generalize it to nonlinear hyper-
plane, the kernel trick is applied to SVMs [18]. The resulting
algorithm is formally similar, except that every dot product is
replaced by a nonlinear kernel function. In another point of
view, the KSVMs allow to fit the maximum-margin hyper-
plane in a transformed feature space. The transformation
may be nonlinear, and the transformed space may be higher
dimensional; thus though the classifier is a hyperplane in the
higher-dimensional feature space, it may be nonlinear in the
original input space. For each kernel, there should be at least
one adjusting parameter so as to make the kernel flexible
and tailor itself to practical data. In this paper, RBF kernel is
chosen due to its excellent performance. The kernel is written
as

"xm B xn”
k , = e 12
(%> X,,) = exp < 252 (12)
Put formula (12) into formula (11), and we got the final SVM
training function as

S 13§ "xm — xn”
mfxr;“n - EZ Z‘xm‘xnymyn exp _T >

n=1m=1

(13)
0<«a,<C,

st.4 N
20, Y, =0,
n=1

n=1,...,N.

It is still a quadratic programming problem, and we chose
interior point method to solve the problem. However, there
is still an outstanding issue, that is, the value of parameters C
and o in (13).
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4.2. PSO. To determine the best parameter of C and o,
traditional method uses trial-and-error methods. It will cause
heavy computation burden and cannot guarantee to find
the optimal or even near-optimal solutions. Fei, W. [19] and
Chenglin et al. [20] proposed to use PSO to optimize the
parameters, respectively, and independently. The PSO is a
populated global optimization method, deriving from the
research of the movement of bird flocking or fish schooling.
It is easy and fast to implement. Besides, we introduced in
the cross-validation to construct the fitness function used for
PSO.

PSO performs search via a swarm of particles which is
updated from iteration to iteration. To seek for the optimal
solution, each particle moves in the direction of its previously
best position (p,.;) and the best global position in the swarm
(Gbest) as follows:

pbest,- =pi (k*)

o 14
Gbest = Pi (k ) ( )
s.t. fitness (p;- (k™)) = ‘min [fitness (p; (k))],

i=1,...,P

where i denotes the particle index, P denotes the total number
of particles, k denotes the iteration index, and ¢ denotes
the current iteration number, and p denotes the position.
The velocity and position of particles can be updated by the
following equations:

vi (£ +1) = wv; (1) + 71 (Poess, (1) = 5 ()
+ 61 (gbest (t) - pi (t)) > (15)
pit+ ) =p; ) +v;(t+1),

where v denotes the velocity. The inertia weight w is used
to balance the global exploration and local exploitation. The
r, and r, are uniformly distributed random variables within
range (0, 1). The ¢; and ¢, are positive constant parameters
called “acceleration coeflicients” Here, the particle encoding
is composed of the parameters C and o in (13).

4.3. Cross-Validation. In this paper we choose 5-fold con-
sidering the best compromise between computational cost
and reliable estimates. The dataset is randomly divided into
5 mutually exclusively subsets of approximately equal size, in
which 4 subsets are used as training set, and the last subset
is used as validation set. The abovementioned procedure
repeated 5 times, so each subset is used once for validation.
The fitness function of PSO chose the classification accuracy
of the 5-fold cross-validation:

18
fitness = —
=

i=1

s
Ys ¥ Ym
Here y, and y,, denote the number of successful classification

and misclassification, respectively. PSO is performed to
maximize the fitness function (classification accuracy).

. (16)

4.4. Pseudocodes of Our Method. In total, our method can be
described as the following three stages, and the flowchart is
depicted in Figure 5.

Step 1: Collecting MR brain images dataset.

Step 2: Preprocessing (including feature extraction and fea-
ture reduction).

Step 3: Fivefolded cross-validation.

Step 4: Determining the best parameter.

Step 4.1: Initializing PSO. The particles correspond to C
and o.

Step 4.2: For each particle i, computer the fitness values.

Step 4.2.1: Decoding the particle to parameters C and
o.

Step 4.2.2: Using interior method to train KSVM
according to (13).

Step 4.2.3: Calculating classification error according
to (16) as the fitness values.

Step 4.3: Updating the gy and py,. according to (14).

Step 4.4: Updating the velocity and position of each
particle according to (15).

Step 4.5: If stopping criteria is met, then jump to Step 4.6;
otherwise return to Step 4.2.

Step 4.6: Decoding the optimal particle to corresponding
parameter C* and o™.

Step 5: Constructing KSVM via the optimal C* and ¢”
according to (13).

Step 6: Submitting new MRI brains to the trained KSVM and
outputting the prediction.

5. Experiments and Discussions

The experiments were carried out on the platform of P4
IBM with 3.3 GHz processor and 2 GB RAM, running under
Windows XP operating system. The algorithm was in-house
developed via the wavelet toolbox, the biostatistical toolbox
of 32 bit MATLAB 2012a (the MathWorks). The programs can
be run or tested on any computer platforms where MATLAB
is available.

5.1. Database. The datasets brain consists of 90 T2-weighted
MR brain images in axial plane and 256 x 256 in-plane
resolution, which were downloaded from the website of
Harvard Medical School (URL: http://www.med.harvard
.edu/aanlib/home.html). The abnormal brain MR images
of the dataset consist of the following diseases: glioma,
metastatic adenocarcinoma, metastatic bronchogenic carci-
noma, meningioma, sarcoma, Alzheimer, Huntington, motor
neuron disease, cerebral calcinosis, Pick’s disease, Alzheimer
plus visual agnosia, multiple sclerosis, AIDS dementia, Lyme
encephalopathy, herpes encephalitis, Creutzfeld-Jakob dis-
ease, and cerebral toxoplasmosis. The samples of each disease
are illustrated in Figure 6.
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FIGURE 5: Methodology of our proposed PSO-KSVM algorithm.

FIGURE 6: Sample of brain MRIs: (a) normal brain; (b) glioma, (c) metastatic adenocarcinoma; (d) metastatic bronchogenic carcinoma; (e)
meningioma; (f) sarcoma; (g) Alzheimer; (h) Huntington; (i) motor neuron disease; (j) cerebral calcinosis; (k) PicK’s disease; (1) Alzheimer plus
visual agnosia; (m) multiple sclerosis; (n) AIDS dementia; (0) Lyme encephalopathy; (p) herpes encephalitis; (q) Creutzfeld-Jakob disease;
and (r) cerebral toxoplasmosis.
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TABLE 1: Detailed data of PCA.

Number of prin. comp. 1 2 3 4 5 6 7 8 9 10
variance (%) 32.81 44.53 52.35 57.71 61.97 65.02 6778 70.18 72.46 74.56
Number of prin. comp. 11 12 13 14 15 16 17 18 19 20
variance (%) 76.41 78.2 79.7 81.12 82.27 83.38 84.35 85.29 86.05 86.8
Number of prin. comp. 21 22 23 24 25 26 27 28 29 30
variance (%) 87.53 88.2 88.8 89.35 89.86 90.35 90.84 91.3 91.73 92.15
Number of prin. comp. 31 32 33 34 35 36 37 38 39 40
variance (%) 92.54 92.9 93.24 93.58 93.9 94.21 94.5 94.76 95.02 95.27

TABLE 2: Methods of comparison between BP-NN, RBF-NN, and PSO-KSVM.

Method Confusion matrix Success Cases Sensitivity Specificity Classification accuracy
4 11
BP-NN 37 388 88.0% 56% 86.22%
51 14
RBF-NN 3937 411 92.47% 72% 91.33%
32 18
417 2
PSO-KSVM 440 98.12% 92% 97.78%
8 23

Dataset Normal
Abnormal

1 1 1 1 1

Experiment 1
17 17 17 17 17

Experiment 2
17 17 17 17 |17

Experiment 3
17 17 17 17 17

Experiment 4
17 17 17 17 |17

Experiment 5
17 17 17 17 17

Training
Validation

FIGURE 7: Illustration of 5-fold cross-validation of brain dataset
(we divided the dataset into 5 groups, and for each experiment, 4
groups were used for training, and the rest one group was used for
validation. Each group was used once for validation).

We randomly selected 5 images for each type of brain.
Since there are 1 type of normal brain and 17 types of
abnormal brain in the dataset, 5*(1 + 17) = 90 images were
selected to construct the brain dataset, consisting of 5 normal
and 85 abnormal brain images in total.

The setting of the training images and validation images
was shown in Figure 7. We divided the dataset into 5 equally
distributed groups; each groups contain one normal brain

(b)

F1GURE 8: The procedures of 3-level 2D DWT: (a) normal brain MRI;
(b) level 3 wavelet coefficients.

and 17 abnormal brains. Since 5-fold cross-validation was
used, we would perform 5 experiments. In each experiment,
4 groups were used for training, and the left 1 group was
used for validation. Each group was used once for validation.
In total, in this cross validation way, 360 images were for
training, and 90 images were for validation.

5.2. Feature Extraction. The three levels of wavelet decom-
position greatly reduce the input image size as shown in
Figure 8. The top left corner of the wavelet coefficients image
denotes for the approximation coefficients at level 3, of which
the size is only 32 x 32 =1024. The border distortion should be
avoided. In our algorithm, symmetric padding method [21]
was utilized to calculate the boundary value.

5.3. Feature Reduction. As stated above, the extracted features
were reduced from 65536 to 1024 by the DWT procedure.
However, 1024 was still too large for calculation. Thus, PCA
was used to further reduce the dimensions of features. The
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TABLE 3: Parameters of comparison by random selection method (the final row corresponds to our proposed method).
o C Success case Classification accuracy
Random 1 0.625 124.71 410 91.11%
Random 2 1.439 185.13 412 91.56%
Random 3 1.491 136.20 423 94.00%
Random 4 1.595 176.78 409 90.89%
Random 5 1.836 160.80 401 89.11%
Random 6 1.973 137.90 401 89.11%
Random 7 1.654 87.01 396 88.00%
Random 8 1.372 149.96 427 94.89%
Optimized 1.132 143.3 440 97.78%
1 optimal values before constructing the classifier. The random
ool ] selection method was difficult to come across the best values,
g 0s | so PSO was an effective method for this problem compared
§ o | to random selection method.
g
S 06 1
~ os) ] 6. Conclusions and Discussions
4 ] In this study we had developed a novel DWT + PCA + PSO-

100 200 300 400 500 600 700 800 900 1000

Number of principle component

FIGURE 9: The curve of variances against number of principle
components (here we found that 39 features can achieve 95.02%
variances).

curve of cumulative sum of variance versus the number of
principle components was shown in Figure 9.

The variances versus the number of principle components
from 1 to 40 were listed in Table1. It showed that only
39 principle components (bold font in table), which were
only 39/1024 = 3.81% of the original features, could preserve
95.02% of total variance.

5.4. Classification Accuracy. The KSVM used the RBF as
the kernel function. We compared our PSO-KVSM method
with one hidden-layer Back Propagation-Neural Network
(BP-NN) and RBF-Neural Network (RBF-NN). The results
were shown in Table 2. It showed that BP-NN correctly
matched 388 cases with 86.22% classification accuracy. RBF-
NN correctly matched 411 cases with 91.33% classification
accuracy. Our PSO-KSVM correctly matched 440 brain
images with 97.78% classification accuracy. Therefore, our
method had the most excellent classification performance.

5.5. Parameter Selection. The final parameters obtained by
PSO were C = 143.3 and o = 1.132. We compared this case
with random selection method, which randomly generated
the values of C in the range of (50,200) and o in the range
of [0.5,2], and then we compared them with the optimized
values by PSO (C = 143.3 and ¢ = 1.132). The results
achieved by random selection method were shown in Table 3.
We saw that the classification accuracy varied with the change
of parameters o and C, so it was important to determine the

KSVM hybrid classification system to distinguish between
normal and abnormal MRIs of the brain. We picked up RBF as
the kernel function of SVM. The experiments demonstrated
that the PSO-KSVM method obtained 97.78% classification
accuracy on the 5-folded 90-image dataset, higher than
86.22% of BP-NN and 91.33% of RBF-NN.

Future work should focus on the following four aspects.
First, the proposed SVM based method could be employed
for MR images with other contrast mechanisms such as T1-
weighted, proton density weighted, and diffusion weighted
images. Second, the computation time could be accelerated
by using advanced wavelet transforms such as the lift-up
wavelet. Third, Multiclassification, which focuses on brain
MRIs of specific disorders, can also be explored. Forth, novel
kernels will be tested to increase the classification accuracy
and accelerate the algorithm.

The DWT can efficiently extract the information from
original MR images with litter loss. The advantage of DWT
over Fourier transforms is the spatial resolution; namely,
DWT captures both frequency and location information. In
this study we choose the Harr wavelet, although there are
other outstanding wavelets such as Daubechies series. We will
compare the performance of different families of wavelet in
future work. Another research direction lies in the stationary
wavelet transform and the wavelet packet transform.

The importance of PCA was demonstrated in the Dis-
cussion. If we omitted the PCA procedures, we meet a
huge feature space (1024 dimensions) which will cause heavy
computation burden and lowered the classification accuracy.
There are some other excellent feature reduction methods
such as ICA, manifold learning. In the future, we will focus
on investigating the performance of those algorithms.

The reason we choose RBF kernel is that RBF takes
the form of exponential function, which enlarge the sample
distances to the uttermost extent. In the future, we will try to
test other kernel functions.
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The importance of introducing PSO is to determine the
optimal values of parameters C and ¢. From random selection
method, we found it is hard to get the optimal values at the
parameter space. Therefore, the PSO is an effective way to find
the optimal values. Integrating PSO to KSVM enhance the
classification capability of KSVM.

The most important contribution of this paper is the
propose of a hybrid system, integrating DWT, PCA, PSO,
KSVM, and CV, used for identifying normal MR brains from
abnormal MR brains. It would be useful to help clinicians to
diagnose the patients.
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Aircraft automatic detection from very high-resolution (VHR) images plays an important role in a wide variety of applications.
This paper proposes a novel detector for aircraft detection from very high-resolution (VHR) remote sensing images. To accurately
distinguish aircrafts from background, a circle-frequency filter (CF-filter) is used to extract the candidate locations of aircrafts from
a large size image. A multi-level feature model is then employed to represent both local appearance and spatial layout of aircrafts
by means of Robust Hue Descriptor and Histogram of Oriented Gradients. The experimental results demonstrate the superior

performance of the proposed method.

1. Introduction

With the advent of the very high-resolution (VHR) earth
observation satellite programs, the spatial resolution of
remote sensing images dramatically increased from tens of
meters to tens of decimeters, such as QuickBird, GeoEye-1,
and WorldView-2. High-resolution images of a small number
of locations are publicly available via Google Earth at an
astonishing ground sampling distance (GSD) of 0.15 meter
[1]. The high-resolution satellite sensors can acquire high
definition images of ground objects with abundant spatial
details and contextual information, which make it feasible to
detect and recognize artificial targets, such as aircraft [2, 3],
vehicle [1, 4, 5], ship [6], and building [7, 8]. In this paper,
we concentrate on the problem of detecting aircrafts from
such high-resolution aerial and satellite imagery. Aircraft
automatic detection from VHR images plays an important
role in a wide variety of applications. Detecting and tracking
aircrafts in aerial videos is an important component in visual
surveillance systems. Images of military airport, along with
the distribution of aircrafts, can provide valuable information
for military monitoring. However, while image resolution
upgrades to decimeter level, background of ground targets

becomes complex and disturbing. It is therefore a challenging
task to detect ground targets in a cluttered background. The
presence of complex structures, such as buildings and airport
terminals, can cause many false alarms.

Various methods have been developed for object detec-
tion from remote sensing images. For example, Lei et al. [9]
proposed a color-enhanced rotation-invariant Hough forest
method for detecting aircrafts and buildings. Liu et al. [2] pre-
sented a coarse-to-fine method by integrating shape prior; the
pose of an aircraft is roughly estimated by template matching,
and a shape prior is used to segment the target. Li et al. [10]
proposed detecting aircrafts using a contour-based spatial
model. Inglada [11] proposed a supervised learning method
which used geometric image features to characterize classes
of objects. Ak¢ay and Aksoy [12] presented a geospatial object
detection method by using hierarchical segmentation which
combined spectral and structural information. Recently,
there are also some methods concentrating on detecting
objects in synthetic aperture radar (SAR) image [13, 14] and
hyperspectral image [15, 16].

Another group of methods utilizs a sliding window
approach. In this approach, a classifier is first trained to
recognize an object; a detection window is scanned over
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FIGURE 2: Illustration of the aircraft regular patterns. (a) Bright aircraft (32 x 32 pixels); (b) regular pattern of the bright aircraft; (c) dark
aircraft (32 x 32 pixels); (d) regular pattern of the dark aircraft. The intensities along the red circle will change regularly from darkness to

brightness and will repeat four times.

the image; then the classifier is used to determine whether
the detection window contains an object or not. Kembhavi
et al. [1] proposed a vehicle detector by using partial least
square analysis to project high-dimensional features to a
much lower dimensional subspace, and then the computa-
tional burden can be reduced. Sun et al. [17] presented an
aircraft detector which applied a mapping strategy to encode
the geometric information in the detection window. Zhang
et al. [18] proposed a method to detect aircrafts by encoding
the features of the rotated parts and objects. These methods
rely on intensity-based features to capture the appearance
of the object and obtain good results. However, all the
pixels contained in the image are generally searched in
these methods, thus resulting in a number of false positive
detections. Moreover, due to the variability of color in a
cluttered background, color cues have been ignored by most
of these detection methods.

The proposed method improves the existing methods
by exploiting circle-frequency filter (CF-filter) [3] to extract
potential location of aircraft targets from the entire image.
Consequently, most of the cluttered background regions are
eliminated, and false alarms are therefore greatly reduced.
Moreover, a multilevel feature model that incorporates both
color and shape information is designed to identify air-
crafts by checking potential locations. Our method includes
a coarse-to-fine search process. The flow diagram of our
method is shown in Figure 1.

Stage 1 (candidate location extraction by circle-frequency
filter). Inspired by [3], CF-filter is applied to extract the can-
didate locations of aircraft. The goal of candidate extraction is

to reduce the false positives, for example, man-made objects
that may be detected as aircrafts, and false negatives.

Stage 2 (aircraft identification by multilevel features). Robust
Hue Descriptor [19] and Histogram of Oriented Gradients
[20] are used to capture color and shape information of
aircrafts, respectively. Meanwhile, a multilevel feature model
is constructed to represent both local appearance and spatial
layout of aircrafts.

We implement the proposed method on remote sens-
ing images collected from aerial and WorldView-2 satellite
images. Our methods are also compared with two previously
proposed object detection methods, and experimental results
demonstrate the superior performance of the proposed
method.

2. Extraction of Aircraft Candidate Locations

The candidate location extraction is comprised of two steps:
circle-frequency filter (CF-filter) and candidate locations
extraction. To facilitate discussion, we begin this section with
a general introduction to CF-filter. We follow that with an
introduction on how candidate locations can be extracted.

2.1. Circle-Frequency Filter. The candidate extraction is based
on two common features of aircraft as follows. First, airplanes
and their background have difference in brightness. Second,
airplanes are comprised by four main bulges [3], that is,
head, tail, and two wings. If a circle is located at the center
of an aircraft, the intensities along the circle will change
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FIGURE 3: [llustration of CF-filter. (a) Original image; (b) CF-filtered result.

regularly from darkness to brightness and will repeat four
times. Figures 2(a) and 2(c) are two examples of typical
airplanes, that is, civil and military aircraft. In general, civil
aircraft is brighter than background, while military aircraft is
darker than background. Figures 2(b) and 2(d) illustrate the
regular patterns of the two aircrafts.

Assume that f; (i = 0,...,N — 1) are pixel values along
the circle centered at (x, y) with radius r, the CF-filter can be
expressed as

2

f(xy) = (I:Z;fk cos (87‘:%))2 + (I:Z:fk sin (871%)) :
@

If the whole image is filtered by CF-filter, a bright spot
will be generated at the center of an airplane. Figure 3 gives
an example of a CF-filtered image, where the values of CF-
filtered image are normalized to (0, 255). It can be seen
from Figure 3 that only the center of airplane has a strong
response. The CF-filter is rotation invariant; thus, airplanes
with different layouts can be detected by CF-filter.

2.2. Aircraft Candidate Locations Extraction. As mentioned
before, only the center of aircraft has a strong response in
the CF-filtered image. Therefore, aircraft candidates can be
extracted by removing low values of CF-filtered image. Here,
Otsu’s method [21] is used to calculate a global adaptive
threshold T from CF-filtered image to remove low values,
most of which are produced by clutters within background.

According to the specific size of aircraft candidate (bright
spot), a simple shape analysis process is applied to eliminate
obvious false candidates. The pixels remained are considered
as true candidates; then these regions are forwarded to the
second stage.

3. Identifying Aircrafts by Multilevel Features

The appearance of an aircraft can be better captured when
color and shape information is combined together. In the
second stage, two classes of feature are involved in the
proposed solution: Robust Hue Descriptor and Histogram

of Oriented Gradients. We build a multilevel feature model,
which is akin to the image pyramid representation proposed
by Lazebnik et al. [22], to represent both local appearance and
spatial layout of an aircraft.

3.1. Robust Hue Descriptor. Color is an indispensable aspect
in describing the world around us. However, in a cluttered
background, the color representation of an object is greatly
interfered by photometric variance; thus, most of existing
methods avoid exploiting color information. To obtain a good
color descriptor, Van De Weijer et al. [19] proposed robust
hue (HUE) descriptor. Experiments show that this descriptor
is reliable under photometric and geometrical changes in
image retrieval and classification. The HUE descriptor is
represented by a histogram over hue computed from the
corresponding RGB values of each pixel according to

M) @)

hue = arctan
R+G-2B

The HUE descriptor is invariant with respect to lighting
geometry. In our implementation, the HUE descriptor has 6
dimensions.

3.2. Histogram of Oriented Gradients. Histograms of Ori-
ented Gradients (HOG) [20] are used to capture the spatial
distribution of gradients. Since the HOG operator has been
proven to be robust and reliable for representing the shape of
an object, it is therefore involved into our feature model to
describe the shape information of aircrafts. In Dalal’s work,
the detection window of the HOG operator is split into small
cells, in which a 9-bin histogram of gradient orientations
is calculated. Every 2 x 2 cells are grouped together to
form a block; thus, each block has a 36-bin histogram
feature. Four blocks of features are then concatenated to
form the HOG descriptor. Maji et al. [23] proposed a Spa-
tial Histogram of Oriented Gradients (SPHOG) descriptor.
Compared to Dalal's HOG descriptor, Maji’s descriptor com-
putes the oriented edge energy response by the magnitude
of odd elongated oriented filters. Experiments show that,
while combining with intersection kernel SVM (IKSVM),
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the SPHOG descriptor outperforms the original single scale
HOG. Hence, we follow Maji’s method and use the odd
elongated oriented filters to compute oriented edge energy
and SPHOG descriptor.

3.3. Multilevel Feature Model. We build a multilevel feature
model to represent the color and shape information of
aircrafts. The detection window W, is decomposed into a
sequence of increasingly finer spatial cells by repeatedly
doubling the number of decompositions. For cell C;, the

feature representation is obtained by concatenation:
C; = [HUE,, HOG] . (3)

The feature vector for each cell is a 15-dimensional vector
(HUE descriptor has 6 dimensions, and HOG descriptor has
9 dimensions). The number of pixels assigned to a specified
color bin or gradient bin is the sum over those contained
in the four cells it is divided into at a finer level. Hence,
the multilevel feature model is a pyramid representation. The
final features are the concatenations of all the 15-dimensional
feature vectors. As shown in Figure 4, the cell at level [ has 2/
cells along each dimension. Therefore, level 0 is represented
by a 15-dimensional vector, level 1 by a 60-dimensional
vector, and so forth. Total features of the detection window
are a vector with dimensionality 15 x ¥,.; 4", Through a
multilevel representation, the feature model captures both
the local image appearance and its spatial layout. In our
implementation, we use a feature model with three levels,
yielding a total of 21 cells.

In this paper, SVM with histogram intersection kernel
(IKSVM) [23] is applied as a classifier. For feature vectors x,
y € R, the intersection kernel k(x, y) can be expressed as

k(xy) =) min(x @),y (@), (4)
i=1

and the classification is based on evaluating

h(x) =Y ayyk (x,%) +b. (5)

I=1

Maji et al. [23] noticed that the summation in (5) can be
reformed as

)= S (3 mins0.50) ) 0

i=1 I=1

= Z(Z(xlylmin(x(i),xl (i))>+b (6)
i=1

I=1

M=

h; (x (i) + b.

1

I
—_

Consider the functions /;(s) at fixed point i; x;(i) represents
the sorted values of x;(i) in increasing order with correspond-
ing values of o and labels given by &; and ;. Let r be the largest
integer, such that x,.(i) < s; then we can get

h; (s) = Z oy min (s, x;;) (7)
=1
= Y wyx @) +s ) &y ()
1<I<r r<l<sm
= A, (r) +sB;(r), )

where A;(r) = Y, @YX Bi(r) = Y,g, @y Itis
obvious that (8) is piecewise linear and the function A; and
B; are independent of the input data. Therefore, s can be
precomputed by finding the position of s = x(i) in the sorted
list. Maji et al. [23] noticed that the support distributions
in each dimension tend to be smooth and concentrated.
Therefore, h(x) can be approximated by simpler functions,
and the prediction can be accelerated. In this paper, h;(s)
is computed by a look-up table with a piecewise constant
approximation.

4. Experimental Results and Evaluation

4.1. Data Collection and Training. From the publicly available
Google Earth service and WorldView-2 satellite images, we
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collected 914 positive image patches (aircrafts) and 1953
negative image patches. Negative image patches are randomly
chosen from the airport backgrounds. Each image patch has
a size of 32 x 32 pixels. Figure 5 shows parts of training image
patches of the dataset. We build our testing set by collecting
214 images of other airports containing 597 aircrafts in
China, Germany, and France. Each image contains multiple
instances of aircrafts with different orientations and sizes.
The IKSVM [23] is applied as a classifier in our method.
To find an optimal training set size, we carried out cross-
validation. A portion of the training set is selected to train
the IKSVM classifier, and then the performance of the
classifier is tested by the remaining images in the training set.
This process is repeated, and average accuracy is calculated.
The average training accuracy and testing accuracy versus
training set size are illustrated in Figure 6. The training
accuracy is high for all training set sizes, indicating that the
multilevel feature model is effective to distinguish the images
in the training set. The testing accuracy tends to be stable at
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FIGURE 7: Performance of the three detectors.

a high rate when the number of training images is more than
half of training set, which indicates that our method is capable
of representing aircraft from a small training set.

4.2. Quantitative Evaluation. We manually label the aircrafts
appearing in all testing images as a ground truth. When a
detection to be marked is a true positive, more than 50% of it
must be detected. M denotes the total number of aircrafts in
testing images. The recall-precision curve (RPC) is chosen to
exhibit the tradeoft between recall and precision. Recall and
1 — precision are defined as

TP
(TP + EN)’

FP
(TP + FP)’

Recall =
(10)

1 — Precision =
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F1GURE 8: The effectiveness of CF-filter. (a) Detection results without CF-filter; (b) detection results with CF-filter.

where TP (true positive) denotes the number of true detected
aircrafts, FN (false negative) is the number of missed
detections, and FP (false positive) is the number of false
detected aircrafts. Therefore, recall denotes the number of
true detected aircrafts divided by the total number of aircrafts
in testing images and 1 — precision denotes the number
of false detected aircrafts divided by the elements detected.
The ratio recall/(1 — precision) is used to represent the
performance of the algorithm.

Since the size of aircraft in the testing set is unknown, the
testing images are scanned at multiple scales. At each scale,
the radius r and the number of pixels N in CF-filter are set
to 8 and 60, respectively. After candidate extraction, we use
the sliding window approach to detect aircrafts. The size of
the sliding window is 32 x 32 pixels, and the step is set to be
8 pixels.

We compared our method with two classical methods.
The first method is proposed by Dalal and Triggs [20], in
which a linear Support Vector Machine is exploited to classify
aircrafts and background by HOG features. The second
method is Maji’s approach [23], where the IKSVM is applied
as a classifier and spatial histograms of oriented gradients
(SPHOG) are calculated for the classifier. From Figure 7, we
can observe that the proposed method outperforms the other
two detectors. At the same recall level, the precision of the
proposed method is the best, which means that the false
alarms rate of the proposed method is the lowest. While at
the same precision level, the proposed method detects more
true positives.

In order to test the impact of CF-filter, our original
method is compared to the modified method without CF-
filter, see Figure 8. The first row is the experimental results
without CF-filter and the second row is the results with CF-
filter. It is obvious that false positives of our original method
are much less than the modified method. This is because
CF-filter can identify the shape of aircrafts in cluttered
background.

5. Conclusion and Future Work

In this paper, we proposed a coarse-to-fine method for
aircraft detection in VHR remote sensing images. CF-filter
is applied to extract the candidate locations of aircrafts in
the coarse stage. In the fine stage, a multilevel feature model
is designed to capture both the local appearance and spatial
layout of aircrafts. Meanwhile, Robust Hue Descriptor and
Histogram of Oriented Gradients are utilized to describe
the color and shape information of aircrafts. The experiment
results show the good performance of the proposed method.

Many satellite images provide more than red, green, and
blue channels; other channels such as infrared, coastal blue,
and red edge are often acquired. In the future work, we will
study how to utilize more spectral information to represent
aircrafts.
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