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In our daily lives and almost unconsciously, we deal with
multidimensional data. From color images converted to the
luminance and chrominance format to magnetic resonance
images commonly acquired for health purposes, from differ-
ent fashions to write an alphabet to array processing signals
underlying any telecommunication system, we deal with
multidimensional data.

In this special issue, we tried to show the variety of
the topics which are currently investigated with multidi-
mensional signal processing tools. The mathematical tools
presented in this issue are as diverse as adaptive detec-
tors, wavelet processing, principal component analysis, and
improved classical image processing tools such as histogram
equalization.

In the array processing paradigm, a two-dimensional
matrix containing the data depends on the polarization
properties of the sources, their number, and the number
of sensors in the receiving antenna. Hence the interest of
a multidimensional representation, including a polarization
variable with two or three possible values, and a real and a
complex part for the source amplitudes.

In the image processing paradigm, data are as various as
magnetic resonance or color images, whose representation
can be transferred from the RGB (red green blue) format
to other spaces emphasizing for instance the luminance
or the chrominance. It is shown how magnetic resonance
brain images are classified with support vector machine.

To avoid problems related to high dimensionality, which is
current in big data processing, adequate features are extracted
from the data by discrete wavelet transform and principal
component analysis. Color spaces, which are useful for skin
detection, for instance, are also further investigated: whatever
the representation space is, a color image is a third order
tensor, in other words, a three-dimensional data. It is shown
how to detect image splicing with the help of merged features
in the chrominance space: the relationships between pixels in
a neighborhood are studied with a Markov process and the
extraction of DCT features from the chrominance channel.
Then, with the help of new color spaces, it is shown how
evolved versions of neural networks called extreme learning
machines can fuse multiple information such as color and
local spatial information from face images.The “multi” aspect
can also appear in the image processing paradigm when
multiple images are obtained from several parameters. In
images provided by synthetic aperture radar exploited for
flood detection, contrast enhancement is achieved by an
adjustable histogram equalization technique. For such an
application where the visual aspect of the results are much
important much, a color image, that is, a multidimensional
signal, can be built from several two-dimensional result
images, to get an informative map, where the color informs
on the nature of the imaged scene, flooded or not, for
instance. Starting from images, a set of multidimensional
data is extracted from Serbian texts: the Serbian alphabet,
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made of 30 letters, can be expressed in a Latin or in a
Cyrillic fashion. All letters can be classified into four sets.
By studying the frequencies of occurrence of each type of
letter in a text, one can deduce that this text is written in
the Latin or the Cyrillic fashion. In this application, matrices
describing the cooccurrence in the distribution of the four
types of letters are built out of any text, to make use of the
classical texture features. Adapting the texture features to
such a text recognition application, introducing a parameter
which is the writing fashion, is a brand new idea. The
“multi” aspect can also relate to multiresolution. Histogram
of oriented gradients and hue descriptors can be merged to
combine information related to the shape of an object and
its color. By computing the merged data at several resolution
levels, an innovativemultidimensional descriptor is obtained.
An application considered in this special issue is aircraft
characterization and detection of images.

In a nutshell, the “multi” representation attracts the
interest of researchers from very diverse application fields.
Hopefully, this special issue will contribute in diffusing the
models and tools of multidimensional signal processing to
various application fields.

Salah Bourennane
Julien Marot

Caroline Fossati
Ahmed Bouridane

Klaus Spinnler
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We investigate the problem of quaternion beamforming based on widely linear processing. First, a quaternion model of linear
symmetric array with two-component electromagnetic (EM) vector sensors is presented. Based on array’s quaternion model,
we propose the general expression of a quaternion semiwidely linear (QSWL) beamformer. Unlike the complex widely linear
beamformer, the QSWL beamformer is based on the simultaneous operation on the quaternion vector, which is composed of two
jointly proper complex vectors, and its involution counterpart. Second, we propose a useful implementation of QSWL beamformer,
that is, QSWL generalized sidelobe canceller (GSC), and derive the simple expressions of the weight vectors. The QSWL GSC
consists of two-stage beamformers. By designing the weight vectors of two-stage beamformers, the interference is completely
canceled in the output of QSWL GSC and the desired signal is not distorted. We derive the array’s gain expression and analyze
the performance of the QSWLGSC in the presence of one type of interference.The advantage of QSWLGSC is that the main beam
can always point to the desired signal’s direction and the robustness to DOA mismatch is improved. Finally, simulations are used
to verify the performance of the proposed QSWL GSC.

1. Introduction

As an important tool of multidimensional signal process-
ing, the quaternion algebra has been applied to parameter
estimation of 2D harmonic signals [1], DOA estimation of
polarized signals [2–4], image processing [5], space-time-
polarization block codes [6], Kalman filter [7], adaptive filter
[8, 9], independent component analysis (ICA) algorithm
[10], widely linear modeling and filtering [11–15], nonlinear
adaptive filtering [16], and blind source separation [17]. In
these applications, the interest in quaternion widely linear
processing has recently increased due to the use of the
full second-order statistical information in the quaternion
domain. In [13], a widely linear quaternion least mean square
(WL-QLMS) algorithm was presented to improve the accu-
racy in adaptive filtering of both second-order circular (Q-
proper) and second-order noncircular (Q-improper) quater-
nion signals. In [14], a class of variable step-size algorithms
were introduced into the WL-QLMS, so as to enhance the

WL-QLMS tracking ability and sensibility to dynamically
changing environments. In [15], a reduced-complexity WL-
QLMS algorithm was developed to reduce computational
cost and speed convergence of theWL-QLMS. In [16], a non-
linear quaternion adaptive filter and its widely linear version
were proposed based on locally analytic nonlinear activation
function. In [17], a quaternion widely linear predictor was
applied to the blind source separation to extract both Q-
proper and Q-improper sources. All the quaternion widely
linear algorithms employ the quaternion widely linear model
and the associated augmented quaternion statistics, which
includes the information in both the standard covariance
and the three pseudocovariances, so that their performance
was enhanced. Motivated by the benefits of signal processing
in quaternion domain, the quaternion beamformers [18–20]
were recently developed. In [18], a quaternion minimum
mean square error algorithmwas proposed and applied to the
beamforming of an airborne trimmed vector-sensor array. In
[19], a quaternion-capon beamformer using a crossed dipole
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array was proposed to improve the robustness of Capon
beamformer. In [20], an interference and noise cancellation
algorithm of quaternion MVDR beamformer was proposed
to cancel the uncorrelated interference. Because the only
information in the standard covariance of quaternion signals
is used, the performance of these beamformers is not obvi-
ously enhanced. To make full use of the information in both
the standard covariance and the three pseudocovariances of
quaternion signals, the quaternion widely linear model may
be introduced in the quaternion beamformer. Unfortunately,
the quaternion beamformer based onwidely linearmodel has
received a little attention.

In this paper, we investigate the problem of quaternion
beamforming based on widely linear processing. Because
the quaternion output vector of array with two-component
EM vector sensors is constructed by two jointly proper
complex vectors, we present firstly the general expression
of a quaternion semiwidely linear (QSWL) beamformer in
this paper. Unlike the complex widely linear beamformers
in [21–23], the QSWL beamformer can handle the proper
complex vectors, whereas in this case the complex widely
linear beamformer degenerates to conventional linear pro-
cessing due to the vanishing of pseudocovariance. Thus,
the QSWL beamformer can employ more information than
the complex widely linear beamformers to improve the
performance. Moreover, we propose a useful implementation
of QSWL beamformer, that is, QSWL generalized sidelobe
canceller (GSC), using a linear symmetric array. The QSWL
GSC consists of two-stage beamformers. By designing the
weight vectors of two-stage beamformers, the interference is
completely canceled in the output of QSWL GSC and the
desired signal is not distorted.

2. The Quaternion Widely Linear Beamformer
for Vector-Sensor Array

2.1. Quaternion Model of Vector-Sensor Array. Consider
that a scenario with one narrowband, completely polarized
source, which is traveling in an isotropic and homogeneous
medium, impinges on a uniform linear symmetric array
from direction (𝜃, 𝜙). This uniform linear symmetric array
consists of 2𝑀 two-component vector sensors, which is
depicted in Figure 1, and the spacing between the adjacent
two vector sensors is assumed to be half wavelength. The
array’s reference point is at the array centroid and all vector
sensors are indexed by −𝑀, . . . , −1, 1, . . . ,𝑀 from left to
right. Two complex series 𝑥

𝑚1
(𝑛) and 𝑥

𝑚2
(𝑛) are obtained

fromfirst and second components of the𝑚th two-component
vector sensor, respectively. The complex series 𝑥

𝑚1
(𝑛) and

𝑥
𝑚2
(𝑛) in the planes spanned by {1, 𝑖}, where 𝑖 denotes a pure

unit imaginary, are given by

[

[

𝑥
𝑚1

(𝑛)

𝑥
𝑚2

(𝑛)
]

]

= [

[

𝑎
1
(𝜃, 𝜙, 𝛼, 𝛽)

𝑎
2
(𝜃, 𝜙, 𝛼, 𝛽)

]

]

𝑞
𝑚
(𝜃, 𝜙) 𝑠 (𝑛) , (1)

where 𝜃 and 𝜙 denote the incidence source’s elevation
angle measured from the positive 𝑧-axis and azimuth angle
measured from the positive 𝑥-axis, respectively. 𝛼 represents

−M M· · ·· · · −2 −1 1 2

x

y

z

Figure 1: A uniform linear symmetric array.

the orientation angle, and 𝛽 signifies the ellipticity angle.
𝑎
1
(𝜃, 𝜙, 𝛼, 𝛽) and 𝑎

2
(𝜃, 𝜙, 𝛼, 𝛽) are the responses on first

and second components of two-component vector sensor,
respectively. 𝑞

𝑚
(𝜃, 𝜙) is the spatial phase factor describ-

ing wavefield propagation along an array, and 𝑞
𝑚
(𝜃, 𝜙) =

𝑞
∗

−𝑚
(𝜃, 𝜙) due to the symmetric structure of uniform linear

array. 𝑠(𝑛) is the complex envelope of the waveform, assumed
to be a stationary stochastic process with zero mean and
second-order circularity. Thus, 𝑥

𝑚1
(𝑛) and 𝑥

𝑚2
(𝑛) are also

a stationary stochastic process with zero mean and second-
order circularity.

Using 𝑥
𝑚1
(𝑛) and 𝑥

−𝑚2
(𝑛) (𝑚 = −𝑀, . . . ,𝑀), the output

of the 𝑚th two-component vector sensor can be written in
the quaternion’s Cayley-Dickson representation as

𝑥
𝑚
(𝑛) = 𝑥

𝑚1
(𝑛) + 𝑗𝑥

−𝑚2
(𝑛)

= 𝑞
𝑚
(𝜃, 𝜙) (𝑎

1
(𝜃, 𝜙, 𝛼, 𝛽) + 𝑗𝑎

2
(𝜃, 𝜙, 𝛼, 𝛽)) 𝑠 (𝑛)

= 𝑞
𝑚
(𝜃, 𝜙) 𝑃 (𝜃, 𝜙, 𝛼, 𝛽) 𝑠 (𝑛) ,

(2)

where 𝑗 denotes a pure unit imaginary in a quaternion
domain1. 𝑃(𝜃, 𝜙, 𝛼, 𝛽) = 𝑎

1
(𝜃, 𝜙, 𝛼, 𝛽) + 𝑗𝑎

2
(𝜃, 𝜙, 𝛼, 𝛽) is

the quaternion-valued response on a two-component vector
sensor. This transformation maps the complex signal 𝑥

𝑚1
(𝑛)

on scalar and 𝑖 imaginary fields of a quaternion, and the
complex signal 𝑥

−𝑚2
(𝑛) is simultaneously mapped to the 𝑗

and 𝑘 imaginary fields of a quaternion. It is noted that 𝑥
𝑚
(𝑛)

is𝐶𝑖-proper2 because two complex series 𝑥
𝑚1
(𝑛) and 𝑥

−𝑚2
(𝑛)

are second-order circularity. When the quaternion-valued
additive noise is considered, 𝑥

𝑚
(𝑛) can be rewritten as

𝑥
𝑚
(𝑛) = 𝑞

𝑚
(𝜃, 𝜙) 𝑃 (𝜃, 𝜙, 𝛼, 𝛽) 𝑠 (𝑛) + 𝑛

𝑚
(𝑛) , (3)

where 𝑛
𝑚
(𝑛) = 𝑛

𝑚1
(𝑛) + 𝑗𝑛

−𝑚2
(𝑛). 𝑛

𝑚1
(𝑛) and 𝑛

−𝑚2
(𝑛)

are, respectively, the complex-valued additive noises at the
first component of the 𝑚th vector sensor and the second
component of the −𝑚th vector sensor, which are assumed
to be zero mean, Gaussian noise with identical covariance
𝜎
2

𝑛
. And it is assumed that 𝑛

𝑚
(𝑛) and 𝑛

𝑘
(𝑛), where 𝑚 ̸= 𝑘, are

uncorrelated.
In order to extend this model to the multisource case,

we assume that 𝐾 uncorrelated, completely polarized plane
waves impinge on this array. One is the desired signal
characterized by its arrival angles (𝜃

𝑑
, 𝜙
𝑑
) and polarization

parameters (𝛼
𝑑
, 𝛽
𝑑
); the others are the interference character-

ized by its arrival angles (𝜃
𝑢
, 𝜙
𝑢
) and polarization parameters
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(𝛼
𝑢
, 𝛽
𝑢
), where 𝑢 = 2, . . . , 𝐾. Thus, the quaternion-valued

measurement vector of array can be written as

x (𝑛) = [𝑥
−𝑀

(𝑛) , . . . , 𝑥
𝑀
(𝑛)]
𝑇

= q (𝜃
𝑑
, 𝜙
𝑑
) 𝑃 (𝜃
𝑑
, 𝜙
𝑑
, 𝛼
𝑑
, 𝛽
𝑑
) 𝑠
𝑑
(𝑛)

+

𝐾

∑

𝑢=2

q (𝜃
𝑢
, 𝜙
𝑢
) 𝑃 (𝜃
𝑢
, 𝜙
𝑢
, 𝛼
𝑢
, 𝛽
𝑢
) 𝑠
𝑢
(𝑛) + N (𝑛)

= k
𝑑
𝑠
𝑑
(𝑛) +

𝐾

∑

𝑢=2

k
𝑢
𝑠
𝑢
(𝑛) + N (𝑛) ,

(4)

where q(𝜃, 𝜙) = [𝑞
−𝑀

(𝜃, 𝜙), . . . , 𝑞
𝑀
(𝜃, 𝜙)]

𝑇 denotes the
spatial phase vector. k

𝑑
= q
𝑑
𝑃
𝑑
and k

𝑢
= q
𝑢
𝑃
𝑢
are the

quaternion-valued steering vector associatedwith the desired
signal and the interference, respectively, where q(𝜃

𝑘
, 𝜙
𝑘
) and

𝑃(𝜃
𝑘
, 𝜙
𝑘
, 𝛼
𝑘
, 𝛽
𝑘
) are denoted by q

𝑘
and 𝑃

𝑘
(𝑘 = 𝑑, 𝑢),

respectively. N(𝑛) = [𝑛
−𝑀

(𝑛), . . . , 𝑛
𝑀
(𝑛)]
𝑇 denotes the

quaternion-valued additive noise vector. Because 𝑥
𝑚
(𝑛) (𝑚 =

−𝑀, . . . ,𝑀) is 𝐶𝑖-proper, x(𝑛) is also 𝐶𝑖-proper vector.

2.2. The Quaternion Semiwidely Linear Beamformer. The
most general linear processing is full widely linear processing,
which consists in the simultaneous operation on the quater-
nion vector and its three involutions. Then, a quaternion
widely linear beamformer can be written as

𝑦 (𝑛) = W⊲x (𝑛) + G⊲x(𝑖) (𝑛)

+H⊲x(𝑗) (𝑛) + F⊲x(𝑘) (𝑛) ,
(5)

where W, G, H, and F are the quaternion-valued weight
vectors. Superscript (⋅)⊲ denotes the quaternion conjugate
and transpose operator. x(𝑖)(𝑛), x(𝑗)(𝑛), and x(𝑘)(𝑛) denote the
quaternion involution of x(𝑛) over a pure unit imaginary 𝑖, 𝑗,
and 𝑘, respectively.

The full widely linear processing is optimal processing
for the Q-improper quaternion vector. Since the quaternion-
valued vector x(𝑛) is𝐶𝑖-proper vector, the optimal processing
reduces to semiwidely linear processing3. Because the semi-
widely linear processing consists only in the simultaneous
operation on the quaternion vector and its involution over
𝑖, the general expression of a quaternion semiwidely linear
(QSWL) beamformer can be written as

𝑦 (𝑛) = W⊲x (𝑛) + G⊲x(𝑖) (𝑛) , (6)

where x(𝑖)(𝑛) is given by [11]

x(𝑖) (𝑛) = −𝑖x (𝑛) 𝑖

= k(𝑖)
𝑑
𝑠
𝑑
(𝑛) +

𝐾

∑

𝑢=2

k(𝑖)
𝑢
𝑠
𝑢
(𝑛) + N(𝑖) (𝑛) .

(7)

Moreover, we can write the quaternion-valued output
series 𝑦(𝑛) in the following Cayley-Dickson representation:

𝑦 (𝑛) = ([W⊲x(𝑛)]
1

+ [G⊲x(𝑖)(𝑛)]
1

)

+ 𝑗 ([W⊲x(𝑛)]
2

+ [G⊲x(𝑖)(𝑛)]
2

)

= 𝑦
1
(𝑛) + 𝑗𝑦

2
(𝑛) ,

(8)

where [𝑥]
1
and [𝑥]

2
denote, respectively, the first and the

second complex-valued components of a quaternion 𝑥; that
is, 𝑥 = [𝑥]

1
+ 𝑗[𝑥]

2
. Thus, the QSWL beamformer has

two complex-valued output series 𝑦
1
(𝑛) and 𝑦

2
(𝑛) in the

planes spanned by {1, 𝑖}, where 𝑦
1
(𝑛) = [W⊲x(𝑛)]

1
+

[G⊲x(𝑖)(𝑛)]
1
and 𝑦

2
(𝑛) = [W⊲x(𝑛)]

2
+ [G⊲x(𝑖)(𝑛)]

2
. Since

the conventional “long vector” beamformer has only one
complex-valued output series 𝑦

1
(𝑛), the QSWL beamformer

can obtain more information than the conventional “long
vector” beamformer. The increase of information results
in the improvement of QSWL beamformer’s performance.
In addition, we incorporate the information on both x(𝑛)
and x(𝑖)(𝑛), so that the QSWL beamformer with different
characteristics may be obtained by designing two weight
vectorsW and G under some different criterions.

3. The QSWL Generalized Sidelobe Canceller

In this section, a useful implementation of the QSWL
beamformer, that is, QSWL generalized sidelobe canceller
(GSC), is proposed. The QSWL GSC, which is depicted in
Figure 2, consists of two-stage beamformers. In the first-stage
beamformer (weight vector is W), we attempt to extract a
desired signal without any distortion from observed data. To
cancel interference, we attempt to estimate interference in
second-stage beamformer (weight vector isG). By employing
the output of the second-stage beamformer to cancel interfer-
ence in the output of the first-stage beamformer, there is no
interference in the output of the QSWLGSC. Compared with
the conventional “long vector” beamformer, the advantages
of two-stage beamformers are that the main beam can always
point to desired signal’s direction, even if the separation
between the DOAs of the desired signal and interference is
less, and the robustness to DOA mismatch is improved.

In the following, we derive the expressions of quaternion-
valued weight vectorsW in the first-stage beamformer andG
in the second-stage beamformer. It is assumed that two (𝐾 =

2) uncorrelated, completely polarized plane waves, whose
waveform is unknown but whose DOA and polarization may
be priorly estimated from techniques presented in [2, 4, 25–
29], impinge on an array depicted in Figure 1. One plane wave
is the desired signal and its complex envelope is denoted
by 𝑠
𝑑
(𝑛); the other plane wave is the interference and its

complex envelope is denoted by 𝑠
𝑢
(𝑛). Since 𝑠

𝑑
(𝑛) and 𝑠

𝑢
(𝑛)

are complex series, the output of the QSWL GSC must be
complex series. Because the quaternion-valued output has
two complex-valued components in the planes spanned by
{1, 𝑖}, we define the first complex-valued output component
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x(n)

x(i)(n)

yw(n)

yg(n)

y1(n)
W

G

−

+

Figure 2: The structure of QSWL GSC.

as the output of the QSWL GSC. Thus, the complex-valued
output of the QSWL GSC is written as

𝑦GSC (𝑛) = [𝑦
𝑄
(𝑛)]
1
= 𝑦
𝑤
(𝑛) − 𝑦

𝑔
(𝑛) , (9)

where 𝑦
𝑤
(𝑛) is the complex-valued output of the first-stage

beamformer; that is, 𝑦
𝑤
(𝑛) = [W⊲x(𝑛)]

1
; 𝑦
𝑔
(𝑛) is the

complex-valued output of the second-stage beamformer; that
is, 𝑦
𝑔
(𝑛) = [G⊲x(𝑖)(𝑛)]

1
.

3.1. The First-Stage Beamformer. From (4), we have

𝑦
𝑤
(𝑛) = [W⊲k

𝑑
]
1

𝑠
𝑑
(𝑛) + [W⊲k

𝑢
]
1

𝑠
𝑢
(𝑛)

+ [W⊲N (𝑛)]
1

.

(10)

In the first-stage beamformer, we attempt to minimize the
interference-plus-noise energy in 𝑦

𝑤
(𝑛), subject to the con-

straint [W⊲k
𝑑
]
1
= 1.

Since the Cayley-Dickson representation ofW, k
𝑑
, k
𝑢
, and

N(𝑛) is, respectively, W = W
1
+ 𝑗W

2
, k
𝑑
= k
𝑑1
+ 𝑗k
𝑑2
, k
𝑢
=

k
𝑢1
+ 𝑗k
𝑢2
, and N(𝑛) = N

1
(𝑛) + 𝑗N

2
(𝑛), we have

[W⊲k
𝑑
]
1

= W𝐻
1
k
𝑑1
+W𝐻
2
k
𝑑2
= W𝐻V

𝑑
, (11)

[W⊲k
𝑢
]
1

= W𝐻
1
k
𝑢1
+W𝐻
2
k
𝑢2
= W𝐻V

𝑢
, (12)

[W⊲N (𝑛)]
1

= W𝐻
1
N
1
(𝑛) +W𝐻

2
N
2
(𝑛) = W𝐻N (𝑛) , (13)

where

W = [
W
1

W
2

] , V
𝑑
= [

k
𝑑1

k
𝑑2

] ,

V
𝑢
= [

k
𝑢1

k
𝑢2

] , N (𝑛) = [
N
1
(𝑛)

N
2
(𝑛)

] .

(14)

Superscript (⋅)𝐻 denotes the complex conjugate and trans-
pose operator. Thus, (10) can be rewritten as

𝑦
𝑤
(𝑛) = W𝐻V

𝑑
𝑠
𝑑
(𝑛) +W𝐻V

𝑢
𝑠
𝑢
(𝑛) +W𝐻N (𝑛) . (15)

Then, W can be derived by solving the following con-
strained optimization problem:

𝐽 (W) = min {W𝐻R
𝑖𝑛
W} , subject to W𝐻V

𝑑
= 1, (16)

where

R
𝑖𝑛
=
[
[

[

𝐸 {[x
𝑖𝑛
(𝑛)]
1
[x
𝑖𝑛
(𝑛)]
𝐻

1
} 𝐸 {[x

𝑖𝑛
(𝑛)]
1
[x
𝑖𝑛
(𝑛)]
𝐻

2
}

𝐸 {[x
𝑖𝑛
(𝑛)]
2
[x
𝑖𝑛
(𝑛)]
𝐻

1
} 𝐸 {[x

𝑖𝑛
(𝑛)]
2
[x
𝑖𝑛
(𝑛)]
𝐻

2
}

]
]

]
(17)

is the covariance matrix and x
𝑖𝑛
(𝑛) = k

𝑢
𝑠
𝑢
(𝑛) + N(𝑛) is the

measurement vector of array in the absence of the desired
signal.The solution of this constrained optimization problem
is obtained by using Lagrange multipliers; that is,

W =
R−1
𝑖𝑛
V
𝑑

V𝐻
𝑑
R−1
𝑖𝑛
V
𝑑

. (18)

If the interference is uncorrelated with the additive noise,
W can be written in the simple form (the proof is in
Appendix A)

W =
𝜀V
𝑑
− [𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
V
𝑢

𝜇
, (19)

where

𝜇 = 2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 −
󵄨󵄨󵄨󵄨󵄨
[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

,

𝜀 = 𝜉
−1

𝑢
+ 2𝑀

󵄨󵄨󵄨󵄨𝑃𝑢
󵄨󵄨󵄨󵄨
2

,

(20)

where 𝜉
𝑢
denotes the input interference-to-noise ratio (INR).

Moreover, the quaternion-valued optimal weight vector W
may be given by

W = J
1
W + 𝑗J

2
W, (21)

where J
1
= [I
2𝑀×2𝑀

, 0
2𝑀×2𝑀

] and J
2
= [0
2𝑀×2𝑀

, I
2𝑀×2𝑀

]

are two selection matrices. It is noted that in some appli-
cations, such as Radar, R

𝑖𝑛
may be estimated in intervals

of no transmitted signal. But, R
𝑖𝑛
is not obtained in other

applications, such as Communications. In these applications,
we may replace R

𝑖𝑛
by R
𝑥
, where

R
𝑥
= [

[

𝐸 {[x(𝑛)]
1
[x(𝑛)]𝐻

1
} 𝐸 {[x(𝑛)]

1
[x(𝑛)]𝐻

2
}

𝐸 {[x(𝑛)]
2
[x(𝑛)]𝐻

1
} 𝐸 {[x(𝑛)]

2
[x(𝑛)]𝐻

2
}

]

]

(22)

is the covariance matrix and x(𝑛) = k
𝑑
𝑠
𝑑
(𝑛) + k

𝑢
𝑠
𝑢
(𝑛) +N(𝑛)

is the measurement vector of array. When the distortionless
constraint is perfectly matched with the desired signal, the
weight vectorW is identical in both R

𝑥
and R

𝑖𝑛
[30].

By using the optimalweight vectorW, the complex output
of the first-stage beamformer can be given by

𝑦
𝑤
(𝑛) = 𝑠

𝑑
(𝑛) + [W⊲k

𝑢
]
1

𝑠
𝑢
(𝑛) + [W⊲N (𝑛)]

1

. (23)

3.2. The Second-Stage Beamformer. From (7), we have

𝑦
𝑔
(𝑛) = [G⊲k(𝑖)

𝑑
]
1

𝑠
𝑑
(𝑛) + [G⊲k(𝑖)

𝑢
]
1

𝑠
𝑢
(𝑛)

+ [G⊲N(𝑖) (𝑛)]
1

.

(24)

In the second-stage beamformer, we attempt to minimize the
noise energy in 𝑦

𝑔
(𝑛), subject to the constraints [G⊲k(𝑖)

𝑑
]
1
= 0

and [G⊲k(𝑖)
𝑢
]
1
= [W⊲k

𝑢
]
1
. In the following, two schemes are

presented to implement this aim.
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3.2.1. Scheme 1, That Is, Combined QPMC and MVDR. Let
G = w

𝑄𝑆
w
𝑀𝑉

, where w
𝑄𝑆

is a quaternion-valued diagonal
weight matrix and w

𝑀𝑉
is a complex weight vector. In this

scheme, the first step is to achieve the constraint [G⊲k(𝑖)
𝑑
]
1
=

0 by designing w
𝑄𝑆
, and this step is referred to quaternion

polarization matched cancellation (QPMC); the second step
is to minimize the noise energy in 𝑦

𝑔
(𝑛) subject to the

constraint [G⊲k(𝑖)
𝑢
]
1
= [W⊲k

𝑢
]
1
by designing w

𝑀𝑉
, and this

step is referred to MVDR.
Let w
𝑄𝑆

= diag{𝑤
𝑄𝑆
(−𝑀), . . . , 𝑤

𝑄𝑆
(𝑀)}; then we have

G⊲k(𝑖)
𝑑
= w𝐻
𝑀𝑉

w⊲
𝑄𝑆
k(𝑖)
𝑑

= w𝐻
𝑀𝑉

[
[
[

[

𝑤
∗

𝑄𝑆
(−𝑀) 𝑞

−𝑀
(𝜃
𝑑
, 𝜙
𝑑
) 𝑃
(𝑖)

𝑑

...
𝑤
∗

𝑄𝑆
(𝑀) 𝑞

𝑀
(𝜃
𝑑
, 𝜙
𝑑
) 𝑃
(𝑖)

𝑑

]
]
]

]

,

(25)

where superscript (⋅)
∗ denotes the quaternion conjugate

operator. From (25) and the constraint [G⊲k(𝑖)
𝑑
]
1
= 0, we

have the constraint [𝑤∗
𝑄𝑆
(𝑚)𝑞
𝑚
(𝜃
𝑑
, 𝜙
𝑑
)𝑃
(𝑖)

𝑑
]
1
= 0, where 𝑚 =

−𝑀, . . . ,𝑀. If 𝑤
𝑄𝑆
(𝑚) = 𝑞

𝑚
(𝜃
𝑑
, 𝜙
𝑑
)(𝑎
∗

𝑑2
+ 𝑗𝑎
∗

𝑑1
), where 𝑎

𝑑1
=

𝑎
1
(𝜃
𝑑
, 𝜙
𝑑
, 𝛼
𝑑
, 𝛽
𝑑
) and 𝑎

𝑑2
= 𝑎
2
(𝜃
𝑑
, 𝜙
𝑑
, 𝛼
𝑑
, 𝛽
𝑑
), this constraint

is satisfied. Thus, we can obtain
w
𝑄𝑆

= diag (q
𝑑
) (𝑎
∗

𝑑2
+ 𝑗𝑎
∗

𝑑1
) , (26)

where diag(q
𝑑
) = diag{𝑞

−𝑀
(𝜃
𝑑
, 𝜙
𝑑
), . . . , 𝑞

𝑀
(𝜃
𝑑
, 𝜙
𝑑
)}.

Inserting G = w
𝑄𝑆
w
𝑀𝑉

into (24), 𝑦
𝑔
(𝑛) can be rewritten

as
𝑦
𝑔
(𝑛) = w𝐻

𝑀𝑉
[w⊲
𝑄𝑆
k(𝑖)
𝑢
]
1

𝑠
𝑢
(𝑛) + w𝐻

𝑀𝑉
[w⊲
𝑄𝑆
N(𝑖) (𝑛)]

1

. (27)

Then, w
𝑀𝑉

can be derived by solving the following con-
strained optimization problem:

𝐽 (w
𝑀𝑉

) = min {w𝐻
𝑀𝑉

R
𝑄𝑆
w
𝑀𝑉

} ,

subject to w𝐻
𝑀𝑉

Ṽ
𝑢
= W𝐻V

𝑢
,

(28)

where R
𝑄𝑆

= 𝐸{[w⊲
𝑄𝑆
x(𝑖)(𝑛)]

1
[w⊲
𝑄𝑆
x(𝑖)(𝑛)]𝐻

1
} is the covariance

matrix and Ṽ
𝑢
= [w⊲
𝑄𝑆
k(𝑖)
𝑢
]
1
. The solution of this constrained

optimization problem is obtained by using Lagrange multi-
pliers; that is,

w
𝑀𝑉

=
R−1
𝑄𝑆
Ṽ
𝑢

Ṽ𝐻
𝑢
R−1
𝑄𝑆
Ṽ
𝑢

V𝐻
𝑢
W. (29)

If the desired signal and interference are uncorrelated
with the additive noise, w

𝑀𝑉
can be written in the simple

form (the proof is in Appendix B)

w
𝑀𝑉

=
𝑔
1

𝜅
Ṽ
𝑢
, (30)

where
𝜅 = Ṽ𝐻

𝑢
Ṽ
𝑢
= 2𝑀(

󵄨󵄨󵄨󵄨𝑎𝑑2
󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨𝑎𝑢1

󵄨󵄨󵄨󵄨
2

+
󵄨󵄨󵄨󵄨𝑎𝑑1

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨𝑎𝑢2

󵄨󵄨󵄨󵄨
2

)

− 2R (𝑎
𝑑1
𝑎
∗

𝑑2
𝑎
𝑢2
𝑎
∗

𝑢1
(q2
𝑢
)
𝐻

q2
𝑑
) ,

𝑔
1
= (W𝐻V

𝑢
)
𝐻

=
𝜉
−1

𝑢
[𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑

𝜇
,

(31)

where R(⋅) denotes the real part of a complex number. 𝜇 is
given by (20).

3.2.2. Scheme 2, That Is, LCMV. In this scheme, we employ
the LCMV beamformer as the second-stage beamformer.
Since the Cayley-Dickson representation of G, k(𝑖)

𝑑
, k(𝑖)
𝑢
, and

N(𝑖)(𝑛) are, respectively, G = G
1
+ 𝑗G
2
, k(𝑖)
𝑑

= k
𝑑1

− 𝑗k
𝑑2
,

k(𝑖)
𝑢
= k
𝑢1
− 𝑗k
𝑢2
, and N(𝑖)(𝑛) = N

1
(𝑛) − 𝑗N

2
(𝑛), we have

[G⊲k(𝑖)
𝑑
]
1

= G𝐻
1
k
𝑑1
− G𝐻
2
k
𝑑2
= G𝐻V(𝑖)

𝑑
, (32)

[G⊲k(𝑖)
𝑢
]
1

= G𝐻
1
k
𝑢1
− G𝐻
2
k
𝑢2
= G𝐻V(𝑖)

𝑢
, (33)

[G⊲N(𝑖)(𝑛)]
1

= G𝐻
1
N
1
(𝑛) − G𝐻

2
N
2
(𝑛) = G𝐻N(𝑖) (𝑛) , (34)

where

G = [
G
1

G
2

] , V(𝑖)
𝑑
= [

k
𝑑1

−k
𝑑2

] ,

V(𝑖)
𝑢
= [

k
𝑢1

−k
𝑢2

] , N(𝑖) (𝑛) = [
N
1
(𝑛)

−N
2
(𝑛)

] .

(35)

Thus, (24) can be rewritten as

𝑦
𝑔
(𝑛) = G𝐻V(𝑖)

𝑑
𝑠
𝑑
(𝑛) + G𝐻V(𝑖)

𝑢
𝑠
𝑢
(𝑛) + G𝐻N(𝑖) (𝑛) . (36)

Then, G can be derived by solving the following con-
strained optimization problem:

𝐽 (G) = min {G𝐻R
𝑖𝑛𝐺

G} , subject to G𝐻C = g𝐻, (37)

where

R
𝑖𝑛𝐺

=
[
[

[

𝐸{[x𝑖
𝑖𝑛
(𝑛)]
1

[x𝑖
𝑖𝑛
(𝑛)]
𝐻

1

} 𝐸 {[x𝑖
𝑖𝑛
(𝑛)]
1

[x𝑖
𝑖𝑛
(𝑛)]
𝐻

2

}

𝐸 {[x𝑖
𝑖𝑛
(𝑛)]
2

[x𝑖
𝑖𝑛
(𝑛)]
𝐻

1

} 𝐸 {[x𝑖
𝑖𝑛
(𝑛)]
2

[x𝑖
𝑖𝑛
(𝑛)]
𝐻

2

}

]
]

]

(38)

is the covariance matrix and x𝑖
𝑖𝑛
(𝑛) = k𝑖

𝑢
𝑠
𝑢
(𝑛) + N𝑖(𝑛) is the

quaternion involution of x
𝑖𝑛
(𝑛). C = [V(𝑖)

𝑢
,V(𝑖)
𝑑
] and g𝐻 =

[𝑔
𝐻

1
, 0], where 𝑔

1
is given by (31).The solution of (37) is given

by [30]

G = R−1
𝑖𝑛𝐺

C(C𝐻R−1
𝑖𝑛𝐺

C)
−1

g. (39)

If the desired signal and interference are uncorrelated
with the additive noise, G can be written in the simple form
(the proof is in Appendix C)

G =
𝑔
1

]
(2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2V(𝑖)
𝑢
− [𝑃
⊲

𝑑
𝑃
𝑢
]
1

q𝐻
𝑑
q
𝑢
V(𝑖)
𝑑
) , (40)

where

] = (2𝑀)
2󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨𝑃𝑢

󵄨󵄨󵄨󵄨
2

−
󵄨󵄨󵄨󵄨󵄨
[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

= 𝜇 − 𝜉
−1

𝑢
2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

,

(41)
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where 𝜇 is given by (20). Moreover, the quaternion-valued
optimal weight vector Gmay be given by

G = J
1
G + 𝑗J

2
G, (42)

where J
1
= [I
2𝑀×2𝑀

, 0
2𝑀×2𝑀

] and J
2
= [0
2𝑀×2𝑀

, I
2𝑀×2𝑀

] are
two selection matrices.

By using the optimal weight vectorG, the complex output
of second-stage beamformer can be given by

𝑦
𝑔
(𝑛) = [W⊲k

𝑢
]
1

𝑠
𝑢
(𝑛) + [G⊲N(𝑖) (𝑛)]

1

. (43)

Thus, the complex output ofQSWLGSCmay be rewritten
as

𝑦GSC (𝑛) = 𝑦
𝑤
(𝑛) − 𝑦

𝑔
(𝑛)

= 𝑠
𝑑
(𝑛) + [W⊲N (𝑛)]

1

− [G⊲N(𝑖) (𝑛)]
1

.

(44)

From the above equation, we see that the interference com-
ponent is completely canceled in the output 𝑦GSC(𝑛).

3.3. The Performance Analysis. Since the QSWL GSC
can totally remove the interference, its output signal-to-
interference ratio (SIR) tends to infinite. Thus, we focus
our attention on the output signal-to-noise ratio (SNR) and
array’s gain. Let p

𝑛
= 𝐸{|[W⊲N(𝑛)]

1
− [G⊲N(𝑖)(𝑛)]

1
|
2

} be the
power of output noise. From (13) and (34), we have

[W⊲N(𝑛)]
1

− [G⊲N(𝑖)(𝑛)]
1

= W𝐻
1
N
1
(𝑛) +W𝐻

2
N
2
(𝑛)

− G𝐻
1
N
1
(𝑛) + G𝐻

2
N
2
(𝑛)

= (W𝐻
1
− G𝐻
1
)N
1
(𝑛) + (W𝐻

2
+ G𝐻
2
)N
2
(𝑛) .

(45)

Then, p
𝑛
can be written as

p
𝑛
= 𝜎
2

𝑛
(W𝐻
1
− G𝐻
1
) (W
1
− G
1
)

+ 𝜎
2

𝑛
(W𝐻
2
+ G𝐻
2
) (W
2
+ G
2
)

= 𝜎
2

𝑛
(W𝐻W + G𝐻G − W𝐻

1
G
1
+W𝐻
2
G
2

−G𝐻
1
W
1
+ G𝐻
2
W
2
) .

(46)

When the combined QPMC and MVDR are adopted in
the second-stage beamformer, p

𝑛
can be written in the simple

form (the proof is in Appendix D)

p
𝑛
=
𝜎
2

𝑛

𝜇2
(2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜀
2

+
󵄨󵄨󵄨󵄨󵄨
[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝛾
𝑞
) , (47)

where

𝛾
𝑞
=
𝜉
−2

𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜅
− 2𝑀

󵄨󵄨󵄨󵄨𝑃𝑢
󵄨󵄨󵄨󵄨
2

, (48)

where 𝜅 is given by (31). From (44), the expression of output
SNR and array’s gain 𝐴

𝑞
may be written as

SNR
𝑜
= 𝜉
𝑑

(2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 −
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

)
2

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀2 +
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨q𝐻𝑢 q𝑑

󵄨󵄨󵄨󵄨
2

𝛾
𝑞

,

𝐴
𝑞
=

(2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 −
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

)
2

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀2 +
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨q𝐻𝑢 q𝑑

󵄨󵄨󵄨󵄨
2

𝛾
𝑞

,

(49)

where 𝜉
𝑑
denotes the input signal-to-noise ratio (SNR) and 𝜀

is given by (20).
When the LCMV is adopted in the second-stage beam-

former, p
𝑛
can be written in the simple form (the proof is in

Appendix E)

p
𝑛
=
𝜎
2

𝑛

𝜇2
(2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜀
2

+
󵄨󵄨󵄨󵄨󵄨
[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝛾
𝑙
) , (50)

where

𝛾
𝑙
=
2𝑀𝜉
−2

𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

]
− 2𝑀

󵄨󵄨󵄨󵄨𝑃𝑢
󵄨󵄨󵄨󵄨
2

, (51)

where ] is given by (41). Then, the expression of output SNR
and array’s gain 𝐴

𝑙
may be written as

SNR
𝑜
= 𝜉
𝑑

(2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 −
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

)
2

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀2 +
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨q𝐻𝑢 q𝑑

󵄨󵄨󵄨󵄨
2

𝛾
𝑙

,

𝐴
𝑙
=

(2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 −
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

)
2

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀2 +
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨q𝐻𝑢 q𝑑

󵄨󵄨󵄨󵄨
2

𝛾
𝑙

.

(52)

From (49) and (52), we can see that the output SNR
and array’s gain depend on not only separation between the
DOA’s of the desired signal and interference (i.e., |q𝐻

𝑢
q
𝑑
|), but

also difference between the polarization of the desired signal
and interference (i.e., |[𝑃⊲

𝑢
𝑃
𝑑
]
1
|).The dependency of them on

|q𝐻
𝑢
q
𝑑
| and |[𝑃⊲

𝑢
𝑃
𝑑
]
1
| is shown in the following consequences.

(1) When |q𝐻
𝑢
q
𝑑
| = 0, the separation between the DOAs

of the desired signal and interference reaches to the
maximum. In this case, 𝐴

𝑞
= 𝐴

𝑙
= 2𝑀|𝑃

𝑑
|
2.

Further, |q𝐻
𝑢
q
𝑑
| increases with the decrease of the

DOA’s separation. Thus, the array’s gain of 𝐴
𝑞
and

𝐴
𝑙
will reduce if |𝑃

𝑑
|
2 is a constant. When q

𝑢
=

q
𝑑
, |q𝐻
𝑢
q
𝑑
| = 2𝑀. This implies that there is no

separation between the DOAs of the desired signal
and interference. In this case, the array’s gain is given
by

𝐴
𝑞
= 𝐴
𝑙
=

2𝑀(
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜀 − 2𝑀
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2

)
2

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜀2 + 2𝑀
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2

𝛾

, (53)
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where

𝛾 =
𝜉
−2

𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

2𝑀(
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2󵄨󵄨󵄨󵄨𝑃𝑢

󵄨󵄨󵄨󵄨
2

−
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨
2

)

− 2𝑀
󵄨󵄨󵄨󵄨𝑃𝑢

󵄨󵄨󵄨󵄨
2

. (54)

Further, 𝑃
𝑢
= 𝑃
𝑑
if 𝛼
𝑑
= 𝛼
𝑢
and 𝛽

𝑑
= 𝛽
𝑢
. Thus, the

array’s gain𝐴
𝑞
= 𝐴
𝑙
= 0 because 𝛾 = ∞. This implies

that the QSWL GSC fails.
(2) When |[𝑃⊲

𝑢
𝑃
𝑑
]
1
| = 0,𝐴

𝑞
= 𝐴
𝑙
= 2𝑀|𝑃

𝑑
|
2. In the cases

that 𝜃
𝑑
= 𝜃
𝑢

̸= 0 and 𝜙
𝑑
= 𝜙
𝑢

̸= 0 (i.e., q
𝑢
= q
𝑑
), we

have |[𝑃⊲
𝑢
𝑃
𝑑
]
1
| = (sin2 𝜃

𝑑
cos2 𝜙

𝑑
+ sin2 𝜙

𝑑
) cos (𝛼

𝑢
−

𝛼
𝑑
) cos (𝛽

𝑢
− 𝛽
𝑑
). If 𝛼

𝑢
− 𝛼
𝑑
= ±𝜋/2 or 𝛽

𝑢
− 𝛽
𝑑
=

±𝜋/2, then |[𝑃
⊲

𝑢
𝑃
𝑑
]
1
| = 0. This implies that, even

though there is no separation between the DOAs of
the desired signal and interference, the array’s gain
can also reach 2𝑀|𝑃

𝑑
|
2 by using the orthogonality

between the polarization of the desired signal and
interference. Further, the array’s gain decreases with
the increase of |[𝑃⊲

𝑢
𝑃
𝑑
]
1
| if |𝑃
𝑑
|
2 is a constant. When

𝑃
𝑢
= 𝑃
𝑑
, |[𝑃⊲
𝑢
𝑃
𝑑
]
1
| = |𝑃

𝑑
|
2. This implies that there is

no difference between the polarization of the desired
signal and interference. But, the array’s gain is not
equal to zero if q

𝑢
̸= q
𝑑
.

In addition, the output SNR and array’s gain depend also
on the input INR 𝜉

𝑢
, the array’s element number 2𝑀, the

interference response’s power |𝑃
𝑢
|
2, and the desired signal

response’s power |𝑃
𝑑
|
2.

4. Monte Carlo Simulations

In this section, we investigate the performance of the pro-
posed QSWL GSC (i.e., QSWL-QPMC-MVDR and QSWL-
LCMV). In simulations, we consider a two-component
vector-sensor array depicted in Figure 1, where each two-
component vector sensor consists of one electric dipole and
one magnetic loop coaligned along the 𝑥-axis. For each two-
component vector sensor, the responses on the first and
second components are given by

[
𝑎
1
(𝜃, 𝜙, 𝛼, 𝛽)

𝑎
2
(𝜃, 𝜙, 𝛼, 𝛽)

] = [
− sin𝜙 − sin 𝜃 cos𝜙

− sin 𝜃 cos𝜙 sin𝜙 ]

× [
cos𝛼 sin𝛼
− sin𝛼 cos𝛼] [

cos𝛽
𝑖 sin𝛽] ,

(55)

where 𝜃 ∈ (−𝜋/2, 𝜋/2]; 𝜙 ∈ (−𝜋, 𝜋]; 𝛼 ∈ (−𝜋/2, 𝜋/2];
and 𝛽 ∈ [−𝜋/4, 𝜋/4]. The spatial phase factor vector
q(𝜃, 𝜙) = [𝑒

−𝑖(𝑀𝜋/2) sin 𝜃 cos𝜙
, . . . , 𝑒

𝑖(𝑀𝜋/2) sin 𝜃 cos𝜙
]
𝑇. To prevent

performance degradation in the presence of DOA mismatch
and/or array perturbations, we use the three main-lobe
constraints [30], that is,C = [V

𝑑
(𝜃
𝑑
), V
𝑑
(𝜃
𝑑
−𝜃
𝑐
), V
𝑑
(𝜃
𝑑
+𝜃
𝑐
)]

and g = [1, 1, 1]
𝐻, in all experiments. It is assumed that 𝜉

𝑑
=

10 and 𝜉
𝑢
= 1. To compare the performance, the complex

“long vector” LCMV (CLCMV) beamformer [30–32] is also
included in simulation results.

4.1. Performance for One Type of Interference. In the presence
of a single interference, we illustrate the performance of the
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Figure 3: Effect of the angular separation Δ𝜃 between the interfer-
ence and the desired signal.

proposed QSWL GSC by employing two experiments. We
assume that𝑀 = 6, 𝜙

𝑢
= 𝜙
𝑑
= 60
∘, 𝛼
𝑢
= 𝛼
𝑑
= 30
∘, 𝛽
𝑢
= 𝛽
𝑑
=

30
∘, and 𝜃

𝑐
= 1
∘. In the first experiment, we investigate the

effect of the angular separationΔ𝜃 between the desired signal
and the interference, where Δ𝜃 = 𝜃

𝑢
− 𝜃
𝑑
. Figure 3 displays

the output SINR as a function of Δ𝜃, where 𝜃
𝑢
= Δ𝜃, 𝜃

𝑑
= 0
∘.

From Figure 3, it is seen that the output SINR of the proposed
QSWLGSC is larger than that of theCLCMV in small angular
separation (i.e., Δ𝜃 < 40

∘). Compared with the QSWL-
QPMC-MVDR, the QSWL-LCMV has a little increase of the
output SINR.This implies that the QSWL GSC has the better
performance in small angular separation.

In the second experiment, we assume that the covariance
matrix R

𝑥
, instead of R

𝑖𝑛
, is available. Figure 4 displays the

power patterns for three values of |Δ𝜃|: 60∘, 20∘, and 10
∘,

where 𝜃
𝑑
= |Δ𝜃|, 𝜃

𝑢
= 0
∘. From Figure 4, it is seen that the

power is almost zero towards the interference’s DOA (located
at 0∘) in all cases. When |Δ𝜃| decreases, the main lobe of the
QSWLGSCpoints almost to the source location, but themain
lobe of the CLCMV is away from the source location. This
implies that the QSWL GSC outperforms obviously CLCMV
as the desired signal moves towards the interference. In
addition, the side lobes are amplified with a decrease of |Δ𝜃|.
These side lobes lead the beamformer to capture the white
noise which spans the whole space, so that the performance
of beamformer degrades.

4.2. Performance for Two Types of Interference. In the pres-
ence of several types of interference, the performance analysis
of the proposed QSWLGSC is not so easy in theory.Thus, we
employ two experiments to illustrate the performance of the
proposed QSWL GSC. We assume that there are two types of
interference with identical input INR, 𝜙

𝑑
= 𝜙
𝑢1
= 𝜙
𝑢2
= 60
∘,

𝛼
𝑑
= 𝛼
𝑢1

= 𝛼
𝑢2

= 30
∘, 𝛽
𝑑
= 𝛽
𝑢1

= 𝛽
𝑢2

= 30
∘, and 𝜃

𝑐
= 3
∘.
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Figure 4: The power patterns at 𝜃
𝑢
= 0
∘ and 𝜃

𝑑
= |Δ𝜃|.
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Figure 5: Effect of the angular mismatch between the distortionless
constraint direction and the real arrival direction of the desired
signal at𝑀 = 3.

The covariance matrix R
𝑥
is used. In the first experiment, we

investigate the effect of DOA mismatch, where 𝜃 is used to
denote the real presumed DOA of the desired signal. Figures
5 and 6 display, respectively, the output SINR as a function

of 𝜃 at 𝑀 = 3 and 𝑀 = 6, where 𝜃
𝑑
= 0
∘, 𝜃
𝑢1

= −20
∘, and

𝜃
𝑢2

= 20
∘. From Figures 5 and 6, it is seen that the QSWL-

LCMV beamformer outperforms obviously both the QSWL-
QPMC-MVDR and the CLCMV. In the case of no DOA
mismatch and𝑀 = 6, the output SINR of the QSWL-LCMV
is 25 dBmore than that of theCLCMV, but the output SINRof
the CLCMV is larger than that of the QSWL-QPMC-MVDR.
When the array’s element number reduces, the performance
of the CLCMV degrades. At 𝑀 = 3, the output SINR of
the QSWL-QPMC-MVDR are 12 dB more than that of the
CLCMV.The cause of this behavior is that theQSWLGSChas
larger degrees of freedom than the CLCMV.Thus, the QSWL
GSC has the better performance when many constraints are
simultaneously imposed and/or the array’s element number is
reduced. In addition, when the DOA mismatch is little, such
as 𝜃 ≤ 10

∘, the output SINR of three beamformers do not
obviously degrade.

In the second experiment, we investigate the effect of
snapshots 𝑛, where the covariance matrix R

𝑥
is replaced by

the sample covariancematrix R̂
𝑥
. Figure 7 displays the output

SINR as a function of 𝑛 at𝑀 = 6, where 𝜃
𝑑
= 0
∘, 𝜃
𝑢1
= −30

∘,
and 𝜃

𝑢2
= 30

∘. From Figure 7, it is seen that the QSWL
GSChas slower convergence than theCLCMV.But the output
SINR of the QSWL-LCMV are obviously more than that of
the CLCMV.

5. Conclusion

In this paper, we propose a quaternion semiwidely linear
beamformer and its useful implementation based on a
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Figure 6: Effect of the angular mismatch between the distortionless
constraint direction and the real direction of the desired signal at
𝑀 = 6.
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Figure 7: Effect of the number of snapshots at𝑀 = 6.

quaternion model of linear symmetric array with 2𝑀 two-
component EMvector sensors. Since theQSWLGSC consists
of two-stage beamformers, it has more information than
the complex “long vector” beamformer. The increase of
information results in the improvement of the beamformer’s
performance. By designing the weight vectors of two-stage
beamformers, the interference is completely canceled in the
output of QSWL GSC and the desired signal is not distorted.
Simulation results reveal that the proposed QSWL GSC has
the better performance in small angular separation and the
robustness to DOA mismatch.

Appendices

A. Derivation for (19)
If the interference and additive noise are uncorrelated, we
have

R
𝑖𝑛
= 𝜎
2

𝑢
V
𝑢
V𝐻
𝑢
+ 𝜎
2

𝑛
I, (A.1)

where 𝜎
2

𝑢
and 𝜎

2

𝑛
are the covariance of interference and

additive noise, respectively. By making use of the matrix
inversion lemma (see Appendix in [30]), we find

R−1
𝑖𝑛
=

1

𝜎2
𝑛

(I −
V
𝑢
V𝐻
𝑢

𝜉−1
𝑢
+ V𝐻
𝑢
V
𝑢

) , (A.2)

where 𝜉
𝑢
= 𝜎
2

𝑢
/𝜎
2

𝑛
. Plugging (A.2) into (18), we obtain

W =

V
𝑑
− (V
𝑢
V𝐻
𝑢
V
𝑑
/ (𝜉
−1

𝑢
+ V𝐻
𝑢
V
𝑢
))

V𝐻
𝑑
V
𝑑
− (V𝐻
𝑑
V
𝑢
V𝐻
𝑢
V
𝑑
/ (𝜉−1
𝑢
+ V𝐻
𝑢
V
𝑢
))

. (A.3)

Plugging V𝐻
𝑘
V
𝑘

= 2𝑀|𝑃
𝑘
|
2 (𝑘 = 𝑑, 𝑢) and V𝐻

𝑢
V
𝑑

=

[𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
into (A.3), we can obtain (19) after some

manipulation.

B. Derivation for (30)
If the interference and additive noise are uncorrelated, we
have

R
𝑄𝑆

= 𝜎
2

𝑢
Ṽ
𝑢
Ṽ𝐻
𝑢
+ 𝜎
2

𝑛

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2I. (B.1)

By making use of the matrix inversion lemma, we find

R−1
𝑄𝑆

=
1

𝜎2
𝑛

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2
(I −

Ṽ
𝑢
Ṽ𝐻
𝑢

𝜉−1
𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

+ Ṽ𝐻
𝑢
Ṽ
𝑢

) . (B.2)

Plugging (B.2) into (29), we obtain

w
𝑀𝑉

=
Ṽ
𝑢
− (Ṽ
𝑢
Ṽ𝐻
𝑢
Ṽ
𝑢
/ (𝜉
−1

𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

+ Ṽ𝐻
𝑢
Ṽ
𝑢
))

Ṽ𝐻
𝑢
Ṽ
𝑢
− (Ṽ𝐻
𝑢
Ṽ
𝑢
Ṽ𝐻
𝑢
Ṽ
𝑢
/ (𝜉−1
𝑢

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

+ Ṽ𝐻
𝑢
Ṽ
𝑢
))

V𝐻
𝑢
W.

(B.3)

Plugging Ṽ𝐻
𝑢
Ṽ
𝑢
= 𝜅 andV𝐻

𝑢
W = 𝑔

1
into (B.3), we can obtain

(30) after some manipulation.

C. Derivation for (40)

Since C = [V(𝑖)
𝑢
,V(𝑖)
𝑑
], the inverse of 2 × 2matrix C𝐻R−1

𝑖𝑛𝐺
C is

given by

(C𝐻R−1
𝑖𝑛𝐺

C)
−1

=
1

𝜏

[
[

[

V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑

−V(𝑖)𝐻
𝑢

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑

−V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢

V(𝑖)𝐻
𝑢

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢

]
]

]

,

(C.1)
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where

𝜏 = V(𝑖)𝐻
𝑢

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢
V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑

− V(𝑖)𝐻
𝑢

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑
V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢

(C.2)

is the determinant of 2 × 2 matrix C𝐻R−1
𝑖𝑛𝐺

C. Plugging (C.1)
into (39) and after some manipulation, we obtain

G =
𝑔
1

𝜏
(R−1
𝑖𝑛𝐺

V(𝑖)
𝑢
V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑
)

−
𝑔
1

𝜏
(R−1
𝑖𝑛𝐺

V(𝑖)
𝑑
V(𝑖)𝐻
𝑑

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢
) .

(C.3)

By making use of the matrix inversion lemma, we find

R−1
𝑖𝑛𝐺

V(𝑖)
𝑢
=

1

𝜎2
𝑛

𝜉
−1

𝑢
V(𝑖)
𝑢

𝜉−1
𝑢
+ V(𝑖)𝐻
𝑢

V(𝑖)
𝑢

,

R−1
𝑖𝑛𝐺

V(𝑖)
𝑑
=

1

𝜎2
𝑛

(V(𝑖)
𝑑
−

V(𝑖)
𝑢
V(𝑖)𝐻
𝑢

V(𝑖)
𝑑

𝜉−1
𝑢
+ V(𝑖)𝐻
𝑢

V(𝑖)
𝑢

) .

(C.4)

Plugging (C.4) into (C.3) and using the results V(𝑖)𝐻
𝑘

V(𝑖)
𝑘

=

2𝑀|𝑃
𝑘
|
2 (𝑘 = 𝑑, 𝑢);V(𝑖)𝐻

𝑢
V(𝑖)
𝑑
= [𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
; andV(𝑖)𝐻

𝑑
V(𝑖)
𝑢
=

(V(𝑖)𝐻
𝑢

V(𝑖)
𝑑
)
𝐻

= [𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
, we can obtain (40) after some

manipulation.

D. Derivation for (47)
Using (19), we can easily obtain

W𝐻W =
2𝑀𝜀
2󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

𝜇2

−
(2𝜉
−1

𝑢
+ 2𝑀

󵄨󵄨󵄨󵄨𝑃𝑢
󵄨󵄨󵄨󵄨
2

)
󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2
.

(D.1)

Using the results w⊲
𝑄𝑆
w
𝑄𝑆

= |𝑃
𝑑
|
2 and w𝐻

𝑀𝑉
w
𝑀𝑉

=

|𝑔
1
|
2

/𝜅, we can easily obtain

G𝐻G = G⊲G = (w
𝑄𝑆
w
𝑀𝑉

)
⊲

(w
𝑄𝑆
w
𝑀𝑉

)

=

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜉
−2

𝑢

󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2𝜅
.

(D.2)

Using (19) and (26), we can easily obtain

W𝐻
1
G
1
=
𝜀V𝐻
𝑑1
diag (q

𝑑
)w
𝑀𝑉

𝑎
∗

𝑑2

𝜇

−
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

V𝐻
𝑢1
diag (q

𝑑
)w
𝑀𝑉

𝑎
∗

𝑑2

𝜇

=
𝜀𝑎
∗

𝑑1
𝑎
∗

𝑑2

𝜇
q𝐻
𝑑
diag (q

𝑑
)w
𝑀𝑉

−
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

𝑎
∗

𝑢1
𝑎
∗

𝑑2

𝜇
q𝐻
𝑢
diag (q

𝑑
)w
𝑀𝑉

,

(D.3)

W𝐻
2
G
2
=
𝜀V𝐻
𝑑2
diag (q∗

𝑑
)w
𝑀𝑉

𝑎
∗

𝑑1

𝜇

−
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

V𝐻
𝑢2
diag (q∗

𝑑
)w
𝑀𝑉

𝑎
∗

𝑑1

𝜇

=
𝜀𝑎
∗

𝑑1
𝑎
∗

𝑑2

𝜇
(q𝐻
𝑑
diag(q

𝑑
))
∗

w
𝑀𝑉

−
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

𝑎
∗

𝑢2
𝑎
∗

𝑑1

𝜇
(q𝐻
𝑢
diag (q

𝑑
))
∗

w
𝑀𝑉

.

(D.4)

Using q𝐻
𝑑
diag(q

𝑑
) = (q𝐻

𝑑
diag(q

𝑑
))
∗ and q

𝑢𝑑
=

q𝐻
𝑢
diag(q

𝑑
), we can obtain

W𝐻
1
G
1
−W𝐻
2
G
2

=
−([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

𝜇

× (𝑎
∗

𝑢1
𝑎
∗

𝑑2
q
𝑢𝑑
− 𝑎
∗

𝑢2
𝑎
∗

𝑑1
q∗
𝑢𝑑
)w
𝑀𝑉

.

(D.5)

Using (30) and (31), we can easily obtain (𝑎
∗

𝑢1
𝑎
∗

𝑑2
q
𝑢𝑑

−

𝑎
∗

𝑢2
𝑎
∗

𝑑1
q∗
𝑢𝑑
)w
𝑀𝑉

= 𝑔
1
. Thus, we have

W𝐻
1
G
1
−W𝐻
2
G
2
= −

([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

𝑔
1

𝜇

= −
𝜉
−1

𝑢

󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2
,

G𝐻
1
W
1
− G𝐻
2
W
2
= (W𝐻

1
G
1
−W𝐻
2
G
2
)
𝐻

= −
𝜉
−1

𝑢

󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2
.

(D.6)

Plugging (D.1), (D.2), and (D.6) into (46), we can obtain (47)
after some manipulation.
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E. Derivation for (50)

Using the results V(𝑖)𝐻
𝑘

V(𝑖)
𝑘
= 2𝑀|𝑃

𝑘
|
2 (𝑘 = 𝑑, 𝑢); V(𝑖)𝐻

𝑢
V(𝑖)
𝑑
=

[𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
; and V(𝑖)𝐻

𝑑
V(𝑖)
𝑢
= (V(𝑖)𝐻
𝑢

V(𝑖)
𝑑
)
𝐻, we have

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2] = (2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2V(𝑖)
𝑢
− [𝑃
⊲

𝑑
𝑃
𝑢
]
1

q𝐻
𝑑
q
𝑢
V(𝑖)
𝑑
)

𝐻

× (2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2V(𝑖)
𝑢
− [𝑃
⊲

𝑑
𝑃
𝑢
]
1

q𝐻
𝑑
q
𝑢
V(𝑖)
𝑑
) .

(E.1)

Using (40), we can easily obtain

G𝐻G = 2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2

󵄨󵄨󵄨󵄨𝑔1
󵄨󵄨󵄨󵄨
2

]

=
2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2

𝜉
−2

𝑢

󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2]
.

(E.2)

Using (19) and (40), we can easily obtain

W𝐻
1
G
1
=
𝑔
1
𝜀2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2V𝐻
𝑑1
V
𝑢1

𝜇]

−
𝑔
1
𝜀[𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
V𝐻
𝑑1
V
𝑑1

𝜇]

−
𝑔
1
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2V𝐻
𝑢1
V
𝑢1

𝜇]

+
𝑔
1
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

[𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
V𝐻
𝑢1
V
𝑑1

𝜇]
,

(E.3)

W𝐻
2
G
2
= −

𝑔
1
𝜀2𝑀

󵄨󵄨󵄨󵄨𝑃𝑑
󵄨󵄨󵄨󵄨
2V𝐻
𝑑2
V
𝑢2

𝜇]

+
𝑔
1
𝜀[𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
V𝐻
𝑑2
V
𝑑2

𝜇]

+
𝑔
1
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

2𝑀
󵄨󵄨󵄨󵄨𝑃𝑑

󵄨󵄨󵄨󵄨
2V𝐻
𝑢2
V
𝑢2

𝜇]

−
𝑔
1
([𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
)
𝐻

[𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
V𝐻
𝑢2
V
𝑑2

𝜇]
.

(E.4)

Using the results V𝐻
𝑘1
V
𝑘1
+ V𝐻
𝑘2
V
𝑘2
= 2𝑀|𝑃

𝑘
|
2 (𝑘 = 𝑑, 𝑢);

V𝐻
𝑑1
V
𝑢1
+ V𝐻
𝑑2
V
𝑢2

= [𝑃
⊲

𝑑
𝑃
𝑢
]
1
q𝐻
𝑑
q
𝑢
; and V𝐻

𝑢1
V
𝑑1
+ V𝐻
𝑢2
V
𝑑2

=

[𝑃
⊲

𝑢
𝑃
𝑑
]
1
q𝐻
𝑢
q
𝑑
, we have

W𝐻
1
G
1
−W𝐻
2
G
2
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𝜉
−1
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𝑑
]
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2󵄨󵄨󵄨󵄨󵄨
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𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2
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,

G𝐻
1
W
1
− G𝐻
2
W
2
= (W𝐻

1
G
1
−W𝐻
2
G
2
)
𝐻

= −
𝜉
−1

𝑢

󵄨󵄨󵄨󵄨[𝑃
⊲

𝑢
𝑃
𝑑
]
1

󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨
q𝐻
𝑢
q
𝑑

󵄨󵄨󵄨󵄨󵄨

2

𝜇2
.

(E.5)

Plugging (D.1), (E.2), and (E.5) into (46), we can obtain (50)
after some manipulation.
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Endnotes

1. According to the property of quaternion shown in [24],
we have 𝑗𝑐 = 𝑐

∗

𝑗 for any complex number 𝑐. Thus,
𝑗𝑥
−𝑚2

(𝑡) = 𝑞
𝑚
(𝜃, 𝜙)𝑗𝑎

2
(𝜃, 𝜙, 𝛼, 𝛽)𝑠(𝑡). Since the spatial

phase factor 𝑞
𝑚
(𝜃, 𝜙) in 𝑥

𝑚1
(𝑡) is identical with that in

𝑗𝑥
−𝑚2

(𝑡), we use 𝑥
−𝑚2

(𝑡) instead of 𝑥
𝑚2
(𝑡) to construct

the quaternion-valued signal 𝑥
𝑚
(𝑡).

2. According to the definition in [11], x is𝐶𝑖-proper if it can
be represented by means of two jointly proper complex
vectors in the plane spanned by {1, 𝑖}.

3. According to the definition in [11], the augmented
covariancematrix of a𝐶𝑖-proper quaternion vector x can
be written as

Rx,x = 𝐸 {x x⊲} = [
Rx̃,x̃ 0
0 R(𝑗)x̃,x̃

] , (∗)

where x = [x𝑇, x(𝑖)𝑇, x(𝑗)𝑇, x(𝑘)𝑇] is the augmented qua-
ternion vector; x̃ = [x𝑇, x(𝑖)𝑇] is the semiaugmented
quaternion vector; and Rx̃,x̃ = 𝐸{x̃x̃⊲} is the semiaug-
mented covariance matrix of quaternion vector x. In
comparison with the semiaugmented covariance matrix
Rx̃,x̃, the augmented covariance matrix Rx,x has no
more extra information. In other words, the full widely
linear processing is equivalent to the semiwidely linear
processing in handling the 𝐶𝑖-proper quaternion vector.
We should not expect that the performance is improved
by replacing semiwidely linear processingwith full widely
linear processing.
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In order to overcome the limitation of traditional nonnegative factorization algorithms, the paper presents a generalized
discriminant orthogonal non-negative tensor factorization algorithm. At first, the algorithm takes the orthogonal constraint into
account to ensure the nonnegativity of the low-dimensional features. Furthermore, the discriminant constraint is imposed on
low-dimensional weights to strengthen the discriminant capability of the low-dimensional features. The experiments on facial
expression recognition have demonstrated that the algorithm is superior to other non-negative factorization algorithms.

1. Introduction

Over the past few years, the nonnegative matrix factorization
algorithm (NMF) [1] and its variants have proven to be useful
for several problems, especially in facial image characteriza-
tion and representation problems [2–8].The idea of nonnega-
tive factorization is partlymotivated by the biological fact that
the firing rates in visual perception neurons are nonnegative.

However, NMF and its variants have some drawbacks.
First of all, NMF requires that all object images should be
vectorized in order to find the non-negative decomposition.
This vectorization leads to information loss, since the local
structure of the image is lost. Moreover, NMF is not unique
[9, 10]. In order to remedy these drawbacks, non-negative
tensor factorization (NTF) has been proposed [11–13]. NTF
represents a facial expression database as a three-order
tensor. The tensor representation avoids the vectorization
operation and preserves the structure of the data. Under
some mild conditions, NTF is unique. Existing NMF and
NTF algorithms project data into low-dimensional spacewith
the inverse or pseudoinverse of the basis images, so both of
them cannot guarantee the nonnegativity of low-dimensional
features, which restricts the application of non-negative

factorization in real world. Furthermore, NTF do not take
into account class information in data samples. Actually, it is
believed that those features with discriminant constraints are
of great importance for pattern recognition. Reference [14]
develops a discriminant non-negative tensor factorization
algorithm (DNTF),which adds fisher discriminant constraint
into the objective function. But like other discriminant non-
negative matrix factorizations [6, 15–18], DNTF employed
discriminant analysis on the representation coefficients and
not on the actual features used in the recognition procedure.
The actual features used for recognition are derived from
the projection of data samples to the bases matrix and only
implicitly depend on the representation coefficients.

Based on the above analysis, the paper proposes a
generalized discriminant orthogonal non-negative tensor
factorization algorithm (GDONTF), which makes full use of
the class information and imposes the orthogonal constraint
to the objective function. The algorithm not only guarantees
the non-negativity of low-dimensional features, but also gen-
eralizes discriminant constraints to low-dimension features.
The experiments on facial expression recognition indicate
that GDONTF achieves better performance than other non-
negative factorization algorithms.
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2. Generalized Discriminant Orthogonal Non-
Negative Tensor Factorization

Consider an 𝑁 order tensor 𝑋 ∈ R𝑑1×𝑑2 ⋅⋅⋅×𝑑𝑁 , every data
sample 𝑋

𝑖
is an 𝑛 − 1 order tensor; that is, 𝑋

𝑖
∈ R𝑑1×𝑑2 ⋅⋅⋅×𝑑𝑛−1 ,

in which 𝑑
1
, 𝑑
2
⋅ ⋅ ⋅ 𝑑
𝑁−1

, is the dimensionality and 𝑑
𝑁
is the

number of data set. The data set is divided into 𝐶 classes.
Data samples belonging to class 𝑐 denote 𝑉(𝑐); the number
of data samples in 𝑉(𝑐) is 𝑁

𝑐
. In order to guarantee the

non-negativity of low-dimensional features and take use of
the class information, we propose generalized discriminant
orthogonal non-negative tensor factorization algorithm; the
objective function of which is defined as follow:

𝑂 =

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝑋 −

𝑅

∑

𝑟=1

𝑈
(1)

:,𝑟
∘ 𝑈
(2)

:,𝑟
⋅ ⋅ ⋅ ∘ 𝑈

(𝑁)

:,𝑟

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

+ 𝛼𝑡𝑟 [𝑆
𝑤
] − 𝛽𝑡𝑟 [𝑆

𝑏
]

s.t. 𝑈
(𝑛)

𝑈
(𝑛)
𝑇

= 𝐼 𝑛 = 1, 2, . . . , 𝑁 − 1.

(1)

In which, 𝛼 ≥ 0, 𝛽 ≥ 0, 𝑈(𝑛)
𝑖𝑗

≥ 0, 𝑛 = 1, 2, . . . , 𝑁, 𝐼 is the
identity matrix and 𝑆

𝑤
and 𝑆

𝑏
are the within- and between-

class scattermatrices of the low-dimensional features, respec-
tively. Because 𝑈

(𝑛)

𝑈
(𝑛)
𝑇

= 𝐼, low-dimensional features can
be computed as follows:

ℎ
𝑖
= (𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(2)

⊙ 𝑈
(1)

)
𝑇

𝑋
𝑖
= 𝑊
𝑇

𝑋
𝑖
,

(2)

where the basis matrix𝑊 = 𝑈
(𝑁−1)

⊙𝑈
(𝑁−2)

⊙⋅ ⋅ ⋅⊙𝑈
(2)

⊙𝑈
(1).

Let ℎ
𝑖
be the low-dimensional features of the sample𝑋

𝑖
; then

the feature matrix 𝐻 ∈ R𝑑×𝑀 consists of all low-dimensional
features, 𝑑 is the low dimensionality of samples, and 𝑀 is
the number of all samples. Actually, the separability of the
weight coefficient has nothing to do with the recognition
accuracy, while the class separability of the low-dimensional
features has a great influence on the recognition accuracy.
Consequently, the within- and between-class scatter matrices
are defined as follows:

𝑆
𝑤

=

𝐶

∑

𝑐=1

∑

𝑢
𝑖
∈𝑉(𝑐)

(ℎ
𝑖
− 𝑚
𝑐
) (ℎ
𝑖
− 𝑚
𝑐
)
𝑇

=

𝐶
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𝑐=1
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𝑖
∈𝑉(𝑐)

(𝑊
𝑇

𝑋
𝑖
− 𝑚
𝑐
) (𝑊
𝑇

𝑋
𝑖
− 𝑚
𝑐
)
𝑇

,

𝑆
𝑏
=

𝐶

∑

𝑐=1

𝑁
𝑐
(𝑚
𝑐
− 𝑚) (𝑚

𝑐
− 𝑚)
𝑇

,

(3)

where 𝑚
𝑐
is the mean of the low-dimensional features in the

class 𝑐 and 𝑚 is the mean of all low-dimensional features.
The objective function in (1) can be written as the following
optimization problem:

min
𝑈
(𝑛)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
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(4)

Since the basis matrix 𝑊 consists of the projection
matrices 𝑈

(𝑛), 𝑛 = 1, 2, . . . , 𝑁 − 1, we solve the projection
matrices 𝑈

(𝑛), 𝑛 = 1, 2, . . . , 𝑁 − 1, and the weight matrix
𝑈
(𝑁), respectively, to deal with the optimization problem (4).

First of all, we formulate the Lagrange multipliers out of the
constrained optimization problem in (4):
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Left multiply both side of (8) by 𝑈
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have
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=

𝜕∑
𝑝
∑
𝐶

𝑐=1
∑
ℎ
𝑝
∈𝑉(𝑐)

(ℎ
𝑝
− 𝑚
𝑐
) (ℎ
𝑝
− 𝑚
𝑐
)
𝑇

𝜕𝑢
(𝑛)

𝑖𝑗

=

𝜕∑
𝑝
∑
𝐶

𝑐=1
∑
ℎ
𝑝
∈𝑉(𝑐)

(𝑊
𝑇

𝑋
𝑝
− 𝑚
𝑐
) (𝑊
𝑇

𝑋
𝑝
− 𝑚
𝑐
)
𝑇

𝜕𝑢
(𝑛)

𝑖𝑗

.

(12)
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Because𝑊 = (𝑈
(𝑁−1)

⊙𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙𝑈
(2)

⊙𝑈
(1)

), we can
get

𝜕𝑇𝑟 [𝑆
𝑤
]

𝜕𝑢
(𝑛)

𝑖𝑗

= (𝜕∑

𝑝

𝐶

∑

𝑐=1

∑

ℎ
𝑝
∈𝑉(𝑐)

((𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(2)

⊙ 𝑈
(1)

)
𝑇

× 𝑋
𝑝
− 𝑚
𝑐
)
2

) × (𝜕𝑢
(𝑛)

𝑖𝑗
)
−1

= 2∑

𝑝

𝐶

∑

𝑐=1

∑

ℎ
𝑝
∈𝑉(𝑐)

(𝑊
𝑇

𝑋
𝑝
− 𝑚
𝑐
)

× (𝜕((𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(1)

)
𝑇

× (𝑋
𝑝
−

𝑁
𝑐

∑

𝑞=1

ℎ
𝑞
∈𝑉(𝑐)

𝑋
𝑞
))) × (𝜕𝑢

(𝑛)

𝑖𝑗
)
−1

.

(13)

Let 𝑈𝑝𝑛 = 𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(𝑛+1) and 𝑈

𝑎𝑛

= 𝑈
(𝑛−1)

⊙

𝑈
(𝑛−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(1); we have

𝜕𝑇𝑟 [𝑆
𝑤
]

𝜕𝑢
(𝑛)

𝑖𝑗

= 2∑

𝑝

𝐶

∑

𝑐=1

∑

ℎ
𝑝
∈𝑉(𝑐)

(𝑊
𝑇

𝑋
𝑝
− 𝑚
𝑐
)

× (𝜕((𝑈
𝑝𝑛

⊙ 𝑈
(𝑛)

⊙ 𝑈
𝑎𝑛

)
𝑇

× (𝑋
𝑝
−

𝑁
𝑐

∑

𝑞=1

ℎ
𝑞
∈𝑉(𝑐)

𝑋
𝑞
))) × (𝜕𝑢

(𝑛)

𝑖𝑗
)
−1

;

(14)

Since
𝑈
𝑝𝑛

⊙ 𝑈
(𝑛)

⊙ 𝑈
𝑎𝑛

= [𝑈
𝑝𝑛

1
⊗ 𝑈
(𝑛)

1
⊗ 𝑈
𝑎𝑛

1
, . . . , 𝑈

𝑝𝑛

𝑗
⊗ 𝑈
(𝑛)

𝑗
⊗ 𝑈
𝑎𝑛

𝑗
, . . .]

= [𝑈
𝑝𝑛

:,1
⊗ 𝑈
(𝑛)

:,1
⊗ 𝑈
𝑎𝑛

:,1
, . . . , 𝑈

𝑝𝑛

:,𝑗
⊗ 𝑈
(𝑛)

:,𝑗
⊗ 𝑈
𝑎𝑛

:,𝑗
, . . .]

= [𝑢
𝑝𝑛

11
𝑢
(𝑛)

11
𝑢
𝑎𝑛

11
, . . . , 𝑢

𝑝𝑛

1𝑗
𝑢
(𝑛)

1𝑗
𝑢
𝑎𝑛

1𝑗
, . . . ,

𝑢
𝑝𝑛

1𝑗
𝑢
(𝑛)

𝑖𝑗
𝑢
𝑎𝑛

1𝑗
, . . . , 𝑢

𝑝𝑛

𝑖𝑗
𝑢
(𝑛)

𝑖𝑗
𝑢
𝑎𝑛

𝑖𝑗
, . . .] .

(15)

We have

𝜕𝑇𝑟 [𝑆
𝑤
]

𝜕𝑢
(𝑛)

𝑖𝑗

= 2∑

𝑝

𝐶

∑

𝑐=1

∑

ℎ
𝑝
∈𝑉(𝑐)

(𝑊
𝑇

𝑋
𝑝
− 𝑚
𝑐
)

× [0, . . . , 0, 𝑢
𝑝𝑛

1𝑗
𝑢
𝑎𝑛

1𝑗
, . . . , 𝑢

𝑝𝑛

𝑖𝑗
𝑢
𝑎𝑛

𝑖𝑗
, . . . , 0, . . . , 0]𝑋

𝑝
.

(16)

Similarly, we have

𝜕𝑇𝑟 [𝑆
𝑏
]

𝜕𝑢
(𝑛)

𝑖𝑗

=
𝜕∑
𝑝
∑
𝐶

𝑐=1
𝑁
𝑐
(𝑚
𝑐

𝑝
− 𝑚
𝑝
) (𝑚
𝑐

𝑝
− 𝑚
𝑝
)
𝑇

𝜕𝑢
(𝑛)

𝑖𝑗

=

𝜕∑
𝑝
∑
𝐶

𝑐=1
𝑁
𝑐
(∑
𝑁
𝑐

ℎ
𝑝
∈𝑉(𝑐)

𝑊
𝑇

𝑋
𝑝
− ∑
𝑀

𝑞=1
𝑊
𝑇

𝑋
𝑞
)
2

𝜕𝑢
(𝑛)

𝑖𝑗

= 2∑

𝑝

𝐶

∑

𝑐=1

𝑁
𝑐
(𝑚
𝑐

𝑝
− 𝑚
𝑝
)

×

𝜕 (∑
𝑁
𝑐

ℎ
𝑝
∈𝑉(𝑐)

𝑊
𝑇

𝑋
𝑝
− ∑
𝑀

𝑞=1
𝑊
𝑇

𝑋
𝑞
)

𝜕𝑢
(𝑛)

𝑖𝑗

= 2∑

𝑝

𝐶

∑

𝑐=1

𝑁
𝑐
(𝑚
𝑐

𝑝
− 𝑚
𝑝
)

× (𝜕(𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(1)

)
𝑇

× (

𝑁
𝑐

∑

ℎ
𝑝
∈𝑉(𝑐)

𝑋
𝑝
−

𝑀

∑

𝑞=1

𝑋
𝑞
)) × (𝜕𝑢

(𝑛)

𝑖𝑗
)
−1

= 2∑

𝑝

𝐶

∑

𝑐=1

𝑁
𝑐
(𝑚
𝑐

𝑝
− 𝑚
𝑝
)

× [0, . . . , 0, 𝑢
𝑝𝑛

1𝑗
𝑢
𝑎𝑛

1𝑗
, . . . , 𝑢

𝑝𝑛

𝑖𝑗
𝑢
𝑎𝑛

𝑖𝑗
, . . . , 0, . . . , 0]

× (

𝑁
𝑐

∑

ℎ
𝑝
∈𝑉(𝑐)

𝑋
𝑝
−

𝑀

∑

𝑞=1

𝑋
𝑞
) .

(17)

To solve the weight matrix 𝑈
(𝑁), the objective function is

𝑓 (𝑈
(𝑁)

) =

󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝑋
(𝑁)

− 𝑈
(𝑁)

(𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(1)

)
𝑇
󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

.

(18)

The gradient functon is

𝑔 (𝑈
(𝑁)

) = −2𝑋
(𝑁)

𝑊 + 2𝑈
(𝑁)

𝑊
𝑇

𝑊, (19)

where 𝑊 = 𝑈
(𝑁−1)

⊙ 𝑈
(𝑁−2)

⊙ ⋅ ⋅ ⋅ ⊙ 𝑈
(1).
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Figure 1: Some images in the Jaff facial expression database.

Table 1: Comparison of the best recognition rates for all tested
algorithms.

Algorithms Recognition rate Algorithms Recognition rate
NMF 79.19% NMFOS 89.06%
DNMF 92.06% FisherNMF 92.06%
DNTF 95.24% GDONTF 97.07%

Consequently, the update rules of 𝑈(𝑁) are

𝑈
(𝑁)
𝑡+1

𝑖𝑗
= 𝑈
(𝑁)
𝑡

𝑖𝑗

(𝑋
(𝑁)

𝑊)
𝑖𝑗

(𝑈(𝑁)𝑊𝑇𝑊)
𝑖𝑗

. (20)

3. Experiments

We have conducted facial expression recognition in order
to compare the GDONTF with other algorithms such as
NMFOS [19], DNMF [6], FisherNMF [16], and DNTF [14].
Because these algorithms calculate low-dimension features in
iteration form, the iteration number is 100. For NMFOS and
GDONTF, 𝜆 = 1. 𝛾 = 0.5 in DNMF and 𝛼 = 1 in FisherNMF.
All low-dimension features are classified by SVM with linear
kernel.

The database used for the facial expression recogni-
tion experiments is Jaff facial expression database [20].
The database contains 213 images of ten Japanese women.
Each person has two to four images for each of the seven
expressions: neutral, happy, sad, surprise, anger, disgust, and
fear. Each image is resized into 32 × 32. A few examples
are shown in Figure 1. We randomly select 20 images from
each expression for training; the rest is used for testing. The
recognition rates with various dimensionalities of different
algorithms are shown in Figure 2. Table 1 shows the best
recognition rates of the above algorithms. Because NMF is
unsupervised learning algorithm, it has the lowest recogni-
tion rates. DNMF and FisherNMF have better recognition
rates with supervised learning. It is interesting that NMFOS
is superior to DNMF and FisherNMF when the feature
dimensionality is from 16 to 160 and is better than DNTF
when the feature dimensionality is from 16 to 40, which
also illustrates the validity of the orthogonal constraint. It is
obvious thatGDONTFoutperforms other algorithms and the
best recognition rate is up to 97.07%.
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Figure 2: Facial expression recognition rate versus dimensionality
in Jaff database.

4. Conclusion

In this paper, a generalized discriminant orthogonal non-
negative tensor factorization algorithm is proposed con-
sidering the orthogonal constraint and the discriminant
constraint. For the algorithm, the non-negativity of the low-
dimensional features is preserved due to the orthogonal
constraint for either training samples or testing samples. In
order to enhance the recognition accuracy, the discriminant
is conducted on low-dimensional features instead of the
weight coefficient of the basis images. The experiments also
validate the performance of the algorithm.
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We present two time invariant models for Global Systems for Mobile (GSM) position tracking, which describe the movement in
𝑥-axis and 𝑦-axis simultaneously or separately. We present the time invariant filters as well as the steady state filters: the classical
Kalman filter and Lainiotis Filter and the Join Kalman Lainiotis Filter, which consists of the parallel usage of the two classical filters.
Various implementations are proposed and compared with respect to their behavior and to their computational burden: all time
invariant and steady state filters have the same behavior using both proposed models but have different computational burden.
Finally, we propose a Finite Impulse Response (FIR) implementation of the Steady State Kalman, and Lainiotis filters, which does
not require previous estimations but requires a well-defined set of previous measurements.

1. Introduction

The Global Positioning System (GPS) is the most popular
positioning technique in navigation providing reliablemobile
location estimates in many applications [1–4]. Thus wireless
location systems offering reliable mobile location estimates
have been studied by researchers and engineers over the past
few years. Various techniques require one base station or at
least two base stations or more than three base stations in
order to determine the location of the user. The accuracy
of the positioning results is affected by many interference
sources as the signals propagate in the atmosphere. So, tech-
niques were developed using filters to estimate the location
of the user through the location information exchanged
between the handset and the base station. Kalman filter
has been used in the localization process [4–6], due to the
following advantages mentioned in [5]: (a) Kalman filter [7–
9] processes noisymeasurements and so it can smooth out the
effects of noise in the estimated state variables by integrating
more information from reliable data more than unreliable

data and (b) Kalman filter allows the combination of mea-
surements from different sources (locomotion data) and dif-
ferent times. Kalman filter was implemented for Global Sys-
tems forMobile (GSM) position tracking in [5]: Kalman filter
was used for tracking in two dimensions and it was stated that
Kalman filter is very powerful due to its reliable performance,
because it yielded enhanced position tracking results.

In this paper we extend the ideas in [5] in two fields:
(a) by using two models for GSM position tracking, which
describe the movement in 𝑥-axis and 𝑦-axis simultaneously
or separately and (b) by using the Kalman filter and the
Lainiotis filter [8, 10]. The paper is organized as follows. In
Section 2, we present two time invariant models for Global
Systems for Mobile (GSM) position tracking, which describe
the movement in 𝑥-axis and 𝑦-axis. In Section 3, we present
the time invariant filters: Kalman filter, Lainiotis Filter and
Join Kalman Lainiotis Filter. In Section 4, we present the
corresponding steady state filters. In Section 5, various imple-
mentations are proposed. In Section 6, we compare the filters
with respect to their behavior and to their computational
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burden. In Section 7, we propose a Finite Impulse Response
(FIR) implementation of the Steady State Kalman and Laini-
otis Filters. Finally, Section 8 summarizes the conclusions.

2. Time Invariant Models

Linear estimation is associated with time invariant systems
described by the following state space equations:

𝑥 (𝑘 + 1) = 𝐹𝑥 (𝑘) + 𝐺𝑤 (𝑘) ,

𝑧 (𝑘) = 𝐻𝑥 (𝑘) + V (𝑘)
(1)

for 𝑘 ≥ 0, where 𝑥(𝑘) is the 𝑛-dimensional state vector at
time 𝑘, 𝑧(𝑘) is the𝑚-dimensionalmeasurement vector at time
𝑘, 𝐹 is the 𝑛 × 𝑛 system transition matrix, 𝐻 is the 𝑚 × 𝑛

output matrix, 𝑤(𝑘) is the plant noise at time 𝑘, V(𝑘) is the
measurement noise at time 𝑘. Also, {𝑤(𝑘)} and {V(𝑘)} are
Gaussian zero-meanwhite randomprocesseswith covariance
matrices 𝑄 and 𝑅, respectively. The initial state 𝑥(0) is a
Gaussian random variable with mean 𝑥

0
and covariance 𝑃

0

and is assumed to be independent of 𝑤(𝑘) and V(𝑘).
In this paper we consider two models.

Model A.The first model (model A) describes the movement
in 𝑥-axis and 𝑦-axis simultaneously and follows the ideas in
[5].

The state vector is of dimension 𝑛 = 4 and contains
the position and the velocity in 𝑥-axis and 𝑦-axis: 𝑥(𝑘) =

[𝑠
𝑥
(𝑘) 𝜐

𝑥
(𝑘) 𝑠
𝑦
(𝑘) 𝜐

𝑦
(𝑘)]
𝑇. The measurement vector is of

dimension𝑚 = 2 and contains the measured position 𝑥-axis
and 𝑦-axis: 𝑧(𝑘) = [𝑧

𝑥
(𝑘) 𝑧

𝑦
(𝑘)]
𝑇.

Then we take:

𝐹 =
[
[
[

[

1 Δ𝑡 0 0

0 1 0 0

0 0 1 Δ𝑡

0 0 0 1

]
]
]

]

, 𝐺 =

[
[
[
[
[
[

[

1

2
Δ𝑡 0

1 0

0
1

2
Δ𝑡

0 1

]
]
]
]
]
]

]

,

𝐻 = [
1 Δ𝑡 0 0

0 0 1 Δ𝑡
] .

(2)

The plant noise 𝑤(𝑘) = [𝑤
𝑥
(𝑘) 𝑤

𝑦
(𝑘)]
𝑇 is Gaussian zero-

mean with covariance matrix 𝑄 = [
𝜎
2

𝑥𝑞
0

0 𝜎
2

𝑦𝑞

].

The measurement noise V(𝑘) = [V
𝑥
(𝑘) V

𝑦
(𝑘)]
𝑇 is Gaus-

sian zero-mean with covariance matrix 𝑅 = [ 𝜎
2

𝑥𝑟
0

0 𝜎
2

𝑦𝑟

].

Model B. The second model (model B) describes the move-
ment in 𝑥-axis and 𝑦-axis separately. In each axis, the state
vector is of dimension 𝑛 = 2 and contains the position and
the velocity: 𝑥(𝑘) = [𝑠(𝑘) 𝜐(𝑘)]

𝑇. The measurement vector
vector is of dimension 𝑚 = 1 and contains the measured
position 𝑧(𝑘).

Then we take:

𝐹 = [
1 Δ𝑡

0 1
] , 𝐺 = [

1

2
Δ𝑡

1

] , 𝐻 = [1 Δ𝑡] . (3)

The plant noise 𝑤(𝑘) is Gaussian zero-mean with covariance
matrix 𝑄 = 𝜎

2

𝑞
.

The measurement noise V(𝑘) is Gaussian zero-mean with
covariance matrix 𝑅 = 𝜎2

𝑟
.

It is obvious that we are able to describe the movement
in both axes using two separate state vectors: 𝑥

𝑥
(𝑘) =

[𝑠
𝑥
(𝑘) 𝜐

𝑥
(𝑘)]
𝑇 for the 𝑥-axis and 𝑥

𝑦
(𝑘) = [𝑠

𝑦
(𝑘) 𝜐

𝑦
(𝑘)]
𝑇 for

the 𝑦-axis. If we merge these two state vectors, we take the
state vector 𝑥(𝑘) = [𝑠

𝑥
(𝑘) 𝜐

𝑥
(𝑘) 𝑠
𝑦
(𝑘) 𝜐

𝑦
(𝑘)]
𝑇 of model A.

3. Time Invariant Kalman and Lainiotis Filters

In this section, we present the classical time invariant Kalman
filter [7–9] and Lainiotis Filter [8, 10], which are the most
well-known algorithms that solve the filtering problem.
Both algorithms compute the estimation 𝑥(𝑘/𝑘) and the
corresponding estimation error covariance 𝑃(𝑘/𝑘). We also
propose the Join Kalman-Lainiotis Filter which consists of
the parallel (with the samemeasurements) usage of two filters
(one Kalman filter and one Lainiotis Filter) and combination
of the results (weight 50% for each filter).

Kalman Filter (KF). The following equations constitute the
KF:

𝑥 (𝑘 + 1/𝑘) = 𝐹𝑥 (𝑘/𝑘) ,

𝑃 (𝑘 + 1/𝑘) = (𝐺𝑄𝐺
𝑇

) + 𝐹𝑃 (𝑘/𝑘) 𝐹
𝑇

,

𝐾 (𝑘 + 1) = 𝑃 (𝑘 + 1/𝑘)𝐻
𝑇

[𝐻𝑃 (𝑘 + 1/𝑘)𝐻
𝑇

+ 𝑅]
−1

,

𝑥 (𝑘 + 1/𝑘 + 1) = [𝐼 − 𝐾 (𝑘 + 1)𝐻] 𝑥 (𝑘 + 1/𝑘)

+ 𝐾 (𝑘 + 1) 𝑧 (𝑘 + 1) ,

𝑃 (𝑘 + 1/𝑘 + 1) = [𝐼 − 𝐾 (𝑘 + 1)𝐻] 𝑃 (𝑘 + 1/𝑘) ,

(4)

for 𝑘 ≥ 0, with initial conditions 𝑥(0/0) = 𝑥
0
and 𝑃(0/0) =

𝑃
0
.
TheKalman filter computes the estimation𝑥(𝑘/𝑘) and the

estimation error covariance 𝑃(𝑘/𝑘) through the prediction
𝑥(𝑘+1/𝑘) and the corresponding prediction error covariance
𝑃(𝑘 + 1/𝑘) using the Kalman filter gain𝐾(𝑘).

Lainiotis Filter (LF). The following equations constitute the
LF:

𝑥 (𝑘 + 1/𝑘 + 1) = 𝐾
𝑛
𝑧 (𝑘 + 1) + 𝐹

𝑛
[𝐼 + 𝑃 (𝑘/𝑘)𝑂

𝑛
]
−1

× [𝑃 (𝑘/𝑘)𝐾
𝑚
𝑧 (𝑘 + 1) + 𝑥 (𝑘/𝑘)] ,

(5)

𝑃 (𝑘 + 1/𝑘 + 1) = 𝑃
𝑛
+ 𝐹
𝑛
[𝐼 + 𝑃 (𝑘/𝑘)𝑂

𝑛
]
−1

𝑃 (𝑘/𝑘) 𝐹
𝑇

𝑛
(6)

for 𝑘 ≥ 0, with initial conditions 𝑥(0/0) = 𝑥
0
and 𝑃(0/0) =

𝑃
0
, where

𝐴 = [𝐻(𝐺𝑄𝐺
𝑇

)𝐻
𝑇

+ 𝑅]
−1

,

𝐾
𝑛
= (𝐺𝑄𝐺

𝑇

)𝐻
𝑇

𝐴,

𝐾
𝑚
= 𝐹
𝑇

𝐻
𝑇

𝐴,
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𝑃
𝑛
= (𝐺𝑄𝐺

𝑇

) − 𝐾
𝑛
𝐻(𝐺𝑄𝐺

𝑇

) ,

𝐹
𝑛
= 𝐹 − 𝐾

𝑛
𝐻𝐹,

𝑂
𝑛
= 𝐹
𝑇

𝐻
𝑇

𝐴𝐻𝐹.

(7)

Join Kalman-Lainiotis Filter (JKLF). The filter consists of the
parallel usage of two filters (one Kalman filter and one Laini-
otis Filter) with the same measurements and combination of
the results (weight 50% for each filter):

𝑥 (𝑘/𝑘) =
1

2
𝑥KF (𝑘/𝑘) +

1

2
𝑥LF (𝑘/𝑘) ,

𝑃 (𝑘/𝑘) =
1

2
𝑃KF (𝑘/𝑘) +

1

2
𝑃LF (𝑘/𝑘) .

(8)

4. Steady State Kalman and Lainiotis Filters

For time invariant systems, it is well known [7] that there
exists a steady state value𝑃

𝑝
of the prediction error covariance

matrix, if the signal process model is asymptotically stable, or
if the signal process model is not necessarily asymptotically
stable, but the pair [𝐹,𝐻] is completely detectable and the pair
[𝐹, 𝐺𝐺

1
] is completely stabilizable for any𝐺

1
with𝐺

1
𝐺
𝑇

1
= 𝑄.

Then there also exist a steady state value 𝑃
𝑒
of the estimation

error covariance matrix and a steady state value 𝐾 of the
Kalman filter gain.

In this section we present the Steady State Kalman filter
and Lainiotis Filter. Both algorithms compute the estimation
𝑥(𝑘/𝑘) using the previous estimation and the current mea-
surement. We also propose the Join Steady State Kalman-
Lainiotis Filter, which consists of the parallel usage of two
filters (one Steady State Kalman filter and one Steady State
Lainiotis Filter) with the same measurements and combina-
tion of the results (weight 50% for each filter).

Steady State Kalman Filter (SSKF). The following equation
constitutes the SSKF:

𝑥 (𝑘 + 1/𝑘 + 1) = 𝐴KF𝑥 (𝑘/𝑘) + 𝐵KF𝑧 (𝑘 + 1) (9)

for 𝑘 ≥ 0, with initial condition 𝑥(0/0) = 𝑥
0
, where

𝐴KF = [𝐼 − 𝐾𝐻]𝐹,

𝐵KF = 𝐾.
(10)

The steady state Kalman filter gain 𝐾 is computed by 𝐾 =

𝑃
𝑝
𝐻
𝑇

[𝐻𝑃
𝑝
𝐻
𝑇

+ 𝑅]
−1, where 𝑃

𝑝
is the steady state prediction

error covariance computed by solving the Riccati equation
emanating from Kalman filter (REKF):

𝑃
𝑝
= (𝐺𝑄𝐺

𝑇

) + FP
𝑝
𝐹
𝑇

− FP
𝑝
𝐻
𝑇

[HP
𝑝
𝐻
𝑇

+ 𝑅]
−1

HP
𝑝
𝐹
𝑇

.

(11)

In view of the importance of the Riccati equation emanating
from Kalman filter, there exists considerable literature on
its algebraic solutions [7, 11] or iterative solutions [7, 12–15]
concerning per step or doubling algorithms.

Steady State Lainiotis Filter (SSLF). The following equation
constitutes the SSLF:

𝑥 (𝑘 + 1/𝑘 + 1) = 𝐴LF𝑥 (𝑘/𝑘) + 𝐵LF𝑧 (𝑘 + 1) , (12)

for 𝑘 ≥ 0, with initial condition 𝑥(0/0) = 𝑥
0
, where

𝐴LF = 𝐹𝑛[𝐼 + 𝑃𝑒𝑂𝑛]
−1

,

𝐵LF = 𝐾𝑛 + 𝐹𝑛[𝐼 + 𝑃𝑒𝑂𝑛]
−1

𝑃
𝑒
𝐾
𝑚
,

(13)

and 𝑃
𝑒
is the steady state estimation error covariance com-

puted by solving theRiccati equation emanating fromLainiotis
filter (RELF):

𝑃
𝑒
= 𝑃
𝑛
+ 𝐹
𝑛
[𝐼 + 𝑃

𝑒
𝑂
𝑛
]
−1

𝑃
𝑒
𝐹
𝑇

𝑛
. (14)

In view of the importance of the Riccati equation emanating
from Lainiotis Filter, there exists considerable literature on its
algebraic or iterative solutions [12, 14–16] concerning per step
or doubling algorithms.

Note that in [8] it is shown that SSKF is equivalent to SSLF,
since

𝐴KF = 𝐴LF,

𝐵KF = 𝐵LF.
(15)

Join Steady State Kalman-Lainiotis Filter (JSSKLF). The filter
consists of the parallel usage of two steady state filters (one
Steady State Kalman filter and one Steady State Lainiotis
Filter) with the same measurements and combination of the
results (weight 50% for each filter):

𝑥 (𝑘/𝑘) =
1

2
𝑥KF (𝑘/𝑘) +

1

2
𝑥LF (𝑘/𝑘) , (16)

for 𝑘 ≥ 0.

5. Implementations

In this section, we propose various implementations.
The use of model A which describes the movement in

𝑥-axis and 𝑦-axis simultaneously requires the use one filter;
we are able to use KF/LF/SSKF/SSLF/JKLF in order to com-
pute the estimation and the corresponding estimation error
covariance.

The use of model B, which describes the movement in 𝑥-
axis and 𝑦-axis separately, requires the use of two filters KF/
LF/SSKF/SSLF/JSSKLF in order to compute the estimation
and the corresponding estimation error covariance for each
movement. It is obvious that, if we merge the estimation
𝑥
𝑥
(𝑘/𝑘) = [𝑠

𝑥
(𝑘/𝑘) 𝜐

𝑥
(𝑘/𝑘)]

𝑇 for the movement in 𝑥-axis
and the estimation 𝑥

𝑦
(𝑘/𝑘) = [𝑠

𝑦
(𝑘/𝑘) 𝜐

𝑦
(𝑘/𝑘)]

𝑇 for the
movement in 𝑦-axis, we take the state vector of model A:

𝑥 (𝑘/𝑘) = [𝑠𝑥 (𝑘/𝑘) 𝜐
𝑥
(𝑘/𝑘) 𝑠

𝑦
(𝑘/𝑘) 𝜐

𝑦
(𝑘/𝑘)]

𝑇

= [𝑥
𝑥
(𝑘/𝑘) 𝑥

𝑦
(𝑘/𝑘)]

𝑇

.

(17)
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Table 1: GSM position tracking implementations.

Implementation Model System Filter
1

Model A

Time invariant
KF

2 LF
3 JKLF
4

Steady state
SSKF

5 SSLF
6 JSSKLF
7

Model B

Time invariant
KF

8 LF
9 JKLF
10

Steady state
SSKF

11 SSLF
12 JSSKLF

Also, the estimation error covariances 𝑃
𝑥
(𝑘/𝑘) and 𝑃

𝑦
(𝑘/𝑘)

for each movement can be merged to the estimation error
covariance of model A:

𝑃 (𝑘/𝑘) = [
𝑃
𝑥
(𝑘/𝑘) 0

0 𝑃
𝑦
(𝑘/𝑘)

] . (18)

Thus, we propose various implementations for Global Sys-
tems for Mobile (GSM) position tracking, as it is shown in
Table 1.

6. Comparison of the Filters

In this section we compare the filters with respect to their
behavior and to their computational burden.

Example 1. We implemented the filters with the following
parameters:

(i) discretization factor: Δ𝑡 = 1,
(ii) movement reliability: 𝜎2

𝑥𝑞
= 𝜎
2

𝑦𝑞
= 0.01,

(iii) measurements reliability: 𝜎2
𝑥𝑟
= 𝜎
2

𝑦𝑟
= 0.1,

(iv) initial conditions: 𝑥
0
= 0 and 𝑃

0
= 0.

Concerning the behavior of the filters, we found that

(i) the time invariant filters KF, LF and JKLF are equiva-
lent, since they compute the same outputs (estimation
and estimation error covariance), using model A or
model B,

(ii) the steady state filters SSKF, SSLF and JSSKLF are
equivalent, since they compute the same outputs
(estimation and estimation error covariance), using
model A or model B,

(iii) the steady state filters and the time invariant filters
compute outputs very close to each other,

(iv) model A is equivalent to model B, since they produce
the same outputs.

These results are depicted in Figure 1.

Concerning the computational burden of the filters,
we compared the filters with respect to their per-iteration
calculation burdens, computed using the ideas in [8], as
shown in Table 2.

Table 3 summarizes the per-iteration calculation burden
of all implementations, using model A and model B.

We observe that

(i) KF is faster than LF,
(ii) JKLF is slower than KF and LF (since the join filter

requires the implementation of both the Kalman and
Lainiotis filters),

(iii) SSKF is as fast as SSLF,
(iv) SSKF and SSLF are faster than KF and LF,
(v) JSSKLF is slower than SSKF and SSLF,
(vi) the filters usingmodel B are faster than the samefilters

using model A.

Table 4 summarizes speedup between the various imple-
mentations.

We observe that

(i) KF is faster than LF,

speedup (LF model A to KF model A) = 1.316,
speedup (LF model B to KF model B) = 1.290.

(ii) Model B is faster than model A,

speedup (KF model A to SSKF model B) =
25.450,
speedup (LF model A to SSLF model B) =
33.500.

7. FIR Steady State Kalman
and Lainiotis Filters

In this section we propose an FIR implementation of the
Steady State Kalman filter and the Steady State Lainiotis Filter.
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Figure 1: Position and velocity estimation solid line: KF/LF/JKLF, dashed line: SSKF/SSLF/JSSKLF.

Table 2: Per-iteration calculation burden of filters.

KF 4𝑛
3

+ 3.5𝑛
2

− 1.5𝑛 + 4𝑛
2

𝑚 + 𝑛𝑚 + 3𝑛𝑚
2

+ (16𝑚
3

− 3𝑚
2

− 𝑚)/6

LF 4𝑛𝑚 + (58𝑛
3

+ 9𝑛
2

− 7𝑛)/6

JKLF 𝑛
2

+ 3𝑛 (join procedure)
SSKF 2𝑛

2

+ 2𝑛𝑚 − 𝑛

SSLF 2𝑛
2

+ 2𝑛𝑚 − 𝑛

JSSKLF 2𝑛 (join procedure)

Table 3: Per-iteration calculation burden of implementations.

Implementation Model System Filter Calculation burden
1

Model A

Time invariant
KF 509

2 LF 670
3 JKLF 1207
4

Steady state
SSKF 44

5 SSLF 44
6 JSSKLF 96
7

Model B

Time invariant
KF 138

8 LF 178
9 JKLF 326
10

Steady state
SSKF 20

11 SSLF 20
12 JSSKLF 44
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Table 5: Calculation burden of classical and FIR Steady State filters.

SSKF/SSLF 2𝑛
2

+ 2𝑛𝑚 − 𝑛 Per-iteration
FIR SSKF/SSLF 2𝑛

2

+ 2𝑛𝑚 − 𝑛 + (𝑀 − 1)𝑛 When required
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Figure 2: Position and velocity estimation solid line: SSKF/SSLF, dashed line: FIR SSKF/SSLF.

Recall that SSKF and SSLF have equal parameters:

𝐴 = 𝐴KF = 𝐴LF, 𝐵 = 𝐵KF = 𝐵LF. (19)

Then we are able to write

𝑥 (𝑘 + 1/𝑘 + 1) = 𝐴𝑥 (𝑘/𝑘) + 𝐵𝑧 (𝑘 + 1) , (20)

for 𝑘 ≥ 0 with initial condition 𝑥(0/0) = 𝑥
0
.

Then we take:

𝑥 (1/1) = 𝐴𝑥
0
+ 𝐵𝑧 (1)

𝑥 (2/2) = 𝐴
2

𝑥
0
+ 𝐴𝐵𝑧 (1) + 𝐵𝑧 (2)

...

𝑥 (]/]) = 𝐴]
𝑥
0
+ 𝐴

]−1
𝐵𝑧 (1) + ⋅ ⋅ ⋅ + 𝐴𝐵𝑧 (] − 1) + 𝐵𝑧 (]) .

(21)

Using the ideas in [17], the resulting FIR SSKF/SSLF is
formulated as

𝑥 (𝑘/𝑘) =

𝑀−1

∑

𝑗=0

𝐴
𝑗

𝐵𝑧 (𝑘 − 𝑗) , for 𝑘 ≥ 1, (22)

where 𝐴 = 𝐴KF = 𝐴LF and 𝐵 = 𝐵KF = 𝐵LF and𝑀 is the FIR
filter order defined by ‖𝐴𝑀‖ < 𝜀 and ‖𝐴𝑀−1‖ ≥ 𝜀, with 𝜀 a
small real value.

Remarks. (1) The FIR steady state filter coefficients can be
calculated off-line by solving the corresponding Riccati equa-
tion.

(2) The FIR steady state filter does not require previous
estimations but it requires a well-defined set of 𝑀 previous
measurements. This means that we have to wait for 𝑀 time
moments in order to produce the results. Alternatively, we are
able to use only the available measurements until time𝑀 is
reached or to use SSKF until time𝑀.
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Table 6: Calculation burden of classical and FIR steady state filters
implementations.

Model A Model B
SSKF/SSLF 44 20
FIR SSKF/SSLF 40 + 4𝑀 16 + 4𝑀

Table 7: FIR results for Example 1.

𝑀 = 17 Model A Model B
SSKF/SSLF 44 20
FIR SSKF/SSLF 108 84
𝜇 3 5

We implemented the FIR filter for the parameters of the
example in Section 6. We used 𝜀 = 10

−3 and we found𝑀 =

17.
The steady state filters and FIR steady state filters compute

outputs very close to each other, as depicted in Figure 2.
Concerning the computational burden, the FIR steady

state filter possesses a constant burden while the classical
steady state filter (SSKF/SSLF) possesses a constant per-
iteration computational burden, as it is shown in Table 5.

Table 6 summarizes the calculation burden of the classical
and FIR steady state filters implementations, using model A
and model B.

Thus, FIR SSKF/SSLF can be faster than SSKF/SSLF, if we
take results using FIR SSKF/SSLF every (ormore than) 𝜇 time
lags, where 𝜇 is the nearest integer greater than or equal to
the ratio (40 + 4𝑀)/44 = (10 +𝑀)/11 for model A and (16 +
4𝑀)/20 = (4 +𝑀)/5 for model B.

For our example, we take the results, which are appeared
in Table 7.

8. Conclusions

In this paper we presented two time invariant models for
Global Systems for Mobile (GSM) position tracking, which
describe the movement in 𝑥-axis and 𝑦-axis simultaneously
or separately.We presented the time invariant filters as well as
the steady state filters: the classical Kalman filter and Lainiotis
Filter and the Join Kalman Lainiotis Filter, which consists
of the parallel usage of the two classical filters. Various
implementations are proposed and compared with respect to
their behavior and to their computational burden. We found
that all time invariant and steady state filters have the same
behavior using both of the proposed models. We found that
(a)Kalmanfilter is faster thanLainiotis Filter, (b) JoinKalman
Lainiotis Filter is slower than bothKalman filter and Lainiotis
Filter, (c) steady state filters are faster than time invariant
filters and (d) the filters using the model, which handles the
movement in 𝑥-axis and 𝑦-axis separately, are faster than the
same filters using the model, which handles the movement
in 𝑥-axis and 𝑦-axis simultaneously. Finally, we proposed an
FIR implementation of the Steady State Kalman and Lainiotis
Filters, which does not require previous estimations but it
requires a well-defined set of previous measurements.
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QR decomposition and fuzzy logic based scheme is proposed for through-wall image enhancement. QR decomposition is less
complex compared to singular value decomposition. Fuzzy inference engine assigns weights to different overlapping subspaces.
Quantitative measures and visual inspection are used to analyze existing and proposed techniques.

1. Introduction

Mapping of scenes behind obstacles (including building wall,
rubbers, grass, etc.) using through-wall imaging (TWI) is
an unfolded research domain. Different military and com-
mercial applications (including antiterrorism, hostage rescue
and surveillance, etc. [1]) can benefit from TWI. Beside
other challenges, minimization of unwanted artifacts (clut-
ters/noise) has enjoyed special importance over last few years
[2–13]. These unwanted artifacts significantly decrease target
detection and recognition capabilities.

Existing TWI image enhancement (clutter removal) tech-
niques include background scene subtraction (only feasible
if with and without target images are available) [2], spatial
filtering (assuming wall homogeneity at low frequencies) [3],
wall modeling and subtraction (requiring complex process
for inhomogeneous walls) [4, 5] Doppler filtering (applicable
formoving targets only) [6], image fusion (requiringmultiple
data of the same scene) [7], and statistical techniques [8–13].

In this paper, a TWI image enhancement (clutter reduc-
tion) technique using QR decomposition (QRD) and fuzzy
logic is presented (preliminary results presented in [13]).
Weights are assigned to different QRD subspaces using fuzzy
inference engine. Simulation results evaluated using mean
square error (MSE), peak signal to noise ratio (PSNR),
improvement factor (IF), and visual inspection (based on

miss detection (MD) and false detection (FD)) are used to
verify the proposed scheme.

2. Proposed Image Enhancement Using QRD

Let the input image𝑀 (having dimensions𝐺×𝐻) be decom-
posed into different subspaces (𝑀cl, 𝑀tar, and 𝑀no) using
singular value decomposition (SVD) as

𝑀 =

𝑙
1

∑

𝑔=1

𝑠
𝑔
𝑢
𝑔
V𝑇
𝑔

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑀cl

+

𝑙
2

∑

𝑔=𝑙
1
+1

𝑠
𝑔
𝑢
𝑔
V𝑇
𝑔

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑀tar

+

𝐺

∑

𝑔=𝑙
2
+1

𝑠
𝑔
𝑢
𝑔
V𝑇
𝑔

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑀no

, (1)

where 𝑈 and 𝑉 are singular vector matrices and 𝑆 contains
singular values. As discussed in [13], conventional SVD for
TWI image enhancement assumes that the target is limited
to the second spectral component only; that is,

𝑀SVD = 𝑠
2
𝑢
2
V𝑇
2
. (2)

Besides the high computational complexity of SVD which is
4𝐺
2

𝐻+8𝐺𝐻
2

+9𝐻
3 [14], the statement of target containment

in the second spectral component is not always true. To cater
the above issues, QRD and fuzzy logic based scheme is
proposed. The image𝑀 can be decomposed into an orthog-
onal unitary matrix 𝑄 (having dimensions 𝐺 × 𝐻 and
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Table 1: Comparison analysis of QRD algorithms for TWI.

Algorithms Accuracy Complexity Stability
𝑀−𝑄𝑅 𝑄

𝑇

𝑄 − 𝐼 𝑄
𝑇

𝑀− 𝑅 𝑀𝑅
−1

− 𝑄

CGS QR 1.091 × 10
−16

1.310 × 10
−10

6.724 × 10
−14

9.913 × 10
−14

2𝐺𝐻
2 Unstable

MGS QR 1.075 × 10
−16

4.922 × 10
−13

4.842 × 10
−14

1.083 × 10
−12

2𝐺𝐻
2 Stable

HT QR 1.291 × 10
−15

3.795 × 10
−15

3.333 × 10
−16

1.263 × 10
−12

4𝐺
2

𝐻 + 2𝐺𝐻
2

+
2

3
𝐻
3 Stable

Givens QR 7.532 × 10
−16

6.702 × 10
−15

2.711 × 10
−16

1.118 × 10
−12

8𝐺
2

𝐻 + 2𝐺𝐻
2

+
2

3
𝐻
3 Stable

column vectors 𝑞
𝑔
) and an upper triangular matrix 𝑅 (having

dimensions 𝐺 × 𝐻 and row vectors 𝑟
𝑔
), that is,

𝑀 = 𝑄𝑅. (3)

Table 1 shows the accuracy, stability, and complexity analysis
of different QRD algorithms (classical and modified Gram-
Schmidt (CGS, MGS), Givens decomposition, Householder
transformation (HT), etc. [14]) for TWI.

Identical to SVD, the first subspace𝑀
1
= 𝑞
1
𝑟
1
represents

wall clutters and rest subspaces contain targets and noise.
Note that due to overlapping boundaries of targets and noise,
it is difficult to extract target subspaces accurately. Foregoing
in view, a weighting QRD based scheme is proposed to
enhance targets. The enhanced image𝑀tar is

𝑀tar =
𝐺

∑

𝑔=2

𝑤
𝑔
𝑞
𝑔
𝑟
𝑔
, (4)

where 𝑤
𝑔
are weights applied to different subspaces. Fuzzy

logic is used for the automatic weight assignment [15].

2.1. Input and Output MFs. Let 𝜉
𝑔
= ‖𝑟
𝑔
‖ and Δ𝜉

𝑔
= ‖𝑟
𝑔
‖ −

‖𝑟
𝑔+1

‖ be norms and norm differences, respectively. Note that
high value of 𝜉

𝑔
and Δ𝜉

𝑔
the corresponding subspace 𝑞

𝑔
𝑟
𝑔

more likely contains target(s) and is therefore enhanced by
applying heavy weights (and vise versa).

Three Gaussian membership functions (MFs) 𝜁
𝑋
𝑥(𝑥
1
) =

exp(−((𝑐
1
− 𝑐
(𝑥)

1
)/𝜎
(𝑥)

1
)
2

) and (𝑥 ∈ {High,Medium, Low})
are defined for 𝜉

𝑔
. Similarly 𝜁

𝑌
𝑦(𝑥
2
) = exp(−((𝑐

2
− 𝑐
(𝑦)

2
)/

𝜎
(𝑦)

2
)
2

) and (𝑦 ∈ {High,Medium, Low}) are defined for Δ𝜉
𝑔
,

where {𝑐
1
, 𝑐
2
} ∈ [0, 1], 𝑐(𝑥)

1
, 𝑐(𝑦)
2

and 𝜎
(𝑥)

1
, 𝜎(𝑦)
2

are means and
variances of fuzzy sets, respectively.

𝐾-means algorithm [16] is used to adjust the fuzzy
parameters. 𝜉

𝑘
and Δ𝜉

ℎ
are first clustered into three groups

based on respective histograms. The means and variances,
respectively, of each group are used as centers 𝑐(𝑥)

1
, 𝑐(𝑦)
2

and
spreads 𝜎

(𝑥)

1
, 𝜎
(𝑦)

2
of MFs. Five equally spaced output

MFs 𝜁
𝑍
𝑧(𝑑) = −((𝑑 − 𝑑

(𝑧)

)/󰜚
(𝑧)

)

2

(𝑧 ∈ {Very High,High,
Medium, Low,Very Low}), wheremean𝑑

(𝑧)

and variance 󰜚(𝑧)
are used.

2.2. Product Inference Engine (PIE). Gaussian fuzzifier maps
the input 𝜉

𝑔
and Δ𝜉

𝑔
as

𝜁
𝑋𝑌

(𝑐
1
, 𝑐
2
) = exp{−(

𝑐
1
− 𝜉
𝑔

V
1

)

2

} exp{−(
𝑐
2
− Δ𝜉
ℎ

V
2

)

2

} ,

(5)

where V
1
and V
2
are parameters used for input noise suppres-

sion and are chosen as V
1
= 2max

𝑥
𝜎
(𝑥)

1
and V
2
= 2max3

𝑦
𝜎
(𝑦)

2

[15].
Fuzzy IF-THEN rules for image enhancement are the

following.

Rule 1: IF 𝜉
ℎ
is 𝑋High and Δ𝜉

ℎ
is 𝑌High, THEN 𝑤

PIE
ℎ

is
𝑍
Very High.

Rule 2: IF 𝜉
ℎ
is 𝑋Med and Δ𝜉

ℎ
is 𝑌High, THEN 𝑤

PIE
ℎ

is
𝑍
High.

Rule 3: IF 𝜉
ℎ
is 𝑋High and Δ𝜉

ℎ
is 𝑌Med, THEN 𝑤

PIE
ℎ

is
𝑍
High.

Rule 4: IF 𝜉
ℎ
is 𝑋Med and Δ𝜉

ℎ
is 𝑌Med, THEN 𝑤

PIE
ℎ

is
𝑍
Med.

Rule 5: IF 𝜉
ℎ
is 𝑋High and Δ𝜉

ℎ
is 𝑌Low, THEN 𝑤

PIE
ℎ

is
𝑍
Med.

Rule 6: IF 𝜉
ℎ
is 𝑋Low and Δ𝜉

ℎ
is 𝑌Med, THEN 𝑤

PIE
ℎ

is
𝑍
Med.

Rule 7: IF 𝜉
ℎ
is 𝑋Med and Δ𝜉

ℎ
is 𝑌Low, THEN 𝑤

PIE
ℎ

is
𝑍
Low.

Rule 8: IF 𝜉
ℎ
is 𝑋Low and Δ𝜉

ℎ
is 𝑌High, THEN 𝑤

PIE
ℎ

is
𝑍
Low.

Rule 9: IF 𝜉
ℎ
is 𝑋Low and Δ𝜉

ℎ
is 𝑌Low, THEN 𝑤

PIE
ℎ

is
𝑍
Very Low.

The output of PIE using individual rule based inference,
Mamdani implication, algebraic product for 𝑡-norm, andmax
operator for 𝑠-norm [15] is

𝜁
𝑍
󸀠 (𝑑
𝑔
)= max

{𝑥,𝑦,𝑧}

[

[

sup
{𝑐1 ,𝑐2}

𝜁
𝑋𝑌

(𝑐
1
, 𝑐
2
) 𝜁
𝑋
𝑥 (𝑐
1
) 𝜁
𝑌
𝑦 (𝑐
2
) 𝜁
𝑍
𝑧 (𝑑
𝑔
)]

]

.

(6)
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The weights 𝑤PIE
𝑔

are then computed as

𝑤
PIE
𝑔

=
∑
𝑧
𝑑
(𝑧)

𝜛
(𝑧)

𝑔

∑
𝑧
= 1𝜛
(𝑧)

ℎ

, (7)

where 𝜛(𝑧)
𝑔

is the height of 𝜁
𝑍
󸀠(𝑑
𝑔
) in output MFs [15].

2.3. Takagi-Sugeno (TS) Inference. In contrast to PIE, TS
inference engine adjusts the output MFs using adaptive and/
or optimization techniques [17].TheTS rule-base (IF-THEN)
for computing weights 𝑤TS

𝑔
is

IF 𝜉
𝑔
is 𝑋𝑗1 AND Δ𝜉

𝑔
is 𝑌𝑗2

THEN𝑝
(𝑗
1
+𝑗
2
−1)

= (
1

1 + exp {−𝜉
𝑔
} + exp {−Δ𝜉

𝑔
}
)

𝑗
1
+𝑗
2
−1

.

(8)

Note that the output reduces for large 𝑗
1
+ 𝑗
2
(which is desir-

able). The aggregated weights 𝑤TS
𝑔

are

𝑤
TS
𝑔

=
∑
3

𝑗
1
=1

∑
3

𝑗
2
=1

𝑝
(𝑗
1
+𝑗
2
−1)

𝑡 {𝜁
𝑋
𝑗1 (𝜉𝑘) , 𝜁𝑌𝑗2 (Δ𝜉𝑔)}

∑
3

𝑗
1
=1

∑
3

𝑗
2
=1

𝑡 {𝜁
𝑋
𝑗1 (𝜉𝑔) , 𝜁𝑌𝑗2 (Δ𝜉𝑔)}

, (9)

where 𝑡 represents algebraic product (intersection operator).

3. Simulation and Results

Experimental setup for TWI is constructed using Agilent’s
vector network analyzer (VNA) which generates stepped
frequency waveforms between 2GHz and 3GHz (1GHz
band width (BW)) having step size of Δ𝑓 = 5MHz and step
size 𝑁

𝑓
= 201. Maximum range is 𝑅max = 30m and range

resolution is Δ𝑅 = 0.15m.
Broadband horn antenna which is mounted on two-

dimensional scanning frame (having dimensions 2.4m ×

3m (width × height) and can slide along cross range
and height) operates in monostatic mode with 12 dB gain.
Thickness of the wall is 5 cm and relative permittivity and
permeability are 2.3 and 1, respectively. The frame is placed
0.03m away from wall and scanning is controlled by a
microcontroller basedmechanism.The scattering parameters
are recorded at each step and transferred to a local computer
for image reconstruction and processing. Received data is
converted into time domain and beamforming algorithm is
used for image reconstruction. Existing and proposed image

Table 2: MSE, PSNR, IF, MD, and FD comparison.

Scenario Scheme MSE PSNR IF MD FD

Two targets
SVD [11] 0.2726 5.6442 8.1258 1 0

Fuzzy QRD (PIE) 0.1970 7.0553 11.2587 0 0
Fuzzy QRD (TS) 0.1726 7.6296 11.5870 0 0

Three targets
SVD [11] 0.2814 5.5068 7.1265 1 1

Fuzzy QRD (PIE) 0.1933 7.1377 10.8715 0 0
Fuzzy QRD (TS) 0.1824 7.3898 11.0127 0 0

enhancement algorithms are simulated in MATLAB and
quantitative analysis is performed using MSE, PSNR, IF, FD,
MD, and visual inspection:

MSE =
1

𝐺 × 𝐻

𝐺

∑

𝑔=1

𝐻

∑

ℎ=1

(𝑀
𝑏𝑠
(𝑔, ℎ) − 𝑀tar(𝑔, ℎ))

2

,

PSNR (dB) = 10 log
10

1

MSE
,

IF (dB) = 10 log
10
[
𝑃
𝑀tar ,𝑡

× 𝑃
𝑀,𝑐

𝑃
𝑀,𝑡

× 𝑃
𝑀tar,𝑐

] ,

(10)

where 𝑀
𝑏𝑠

is a reference image obtained by the difference
of image, with and without target. 𝑃

𝑀tar ,𝑡
and 𝑃

𝑀tar,𝑐
are

average pixel values of target and clutter in enhanced image,
respectively. 𝑃

𝑀,𝑡
and 𝑃

𝑀,𝑐
are average pixel values of target

and clutter in the original image, respectively.
MD is defined as “target was present in the original image,

but was not detected in enhanced image.” FD is defined as
“target was not present in the original image, but was detected
in enhanced image.” For calculating FD and MD, a threshold
is calculated using global thresholding algorithm [18].

Figure 1 shows the original B-scan containing two targets,
the background subtracted reference and enhanced images,
using existing SVD and proposed QRD based schemes. It
can be observed that proposed schemes detect both targets
whereas SVD based scheme is unable to locate both targets
accurately.

Figure 2 shows another example containing three targets.
The proposed scheme detects all targets and provides a better
target to background ratio compared to SVDbased scheme. It
is further noted that the proposed TS inference based scheme
provides better results compared to PIE.

Table 2 shows that proposed fuzzy QRD schemes are
better (as compared to the SVD image enhancement scheme)
in terms of MSE, PSNR, IF, MD, and FD.

4. Conclusion

QRD and fuzzy logic based image enhancement scheme is
proposed for TWI. Compared with SVD, QRD provides less
computational complexity. PIE and TS inference engines are
used to assign weights to different QRD subspaces. Simu-
lation results compared on visual and quantitative analysis
show the significance of the proposed scheme.
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Figure 1: Image with two targets. (a) Original image. (b) SVD [11]. (c) Proposed fuzzy QRD (PIE). (d) Proposed fuzzy QRD (TS).
(e) Background subtracted reference image.
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Figure 2: Image with three targets. (a) Original image. (b) SVD [11]. (c) Proposed fuzzy QRD (PIE). (d) Proposed fuzzy QRD (TS).
(e) Background subtracted reference image.
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In this paper, a method to solve the localization of concurrent multiple acoustic sources in large open spaces is presented. The
problem of the multisource localization in far-field conditions is to correctly associate the direction of arrival (DOA) estimated
by a network array system to the same source. The use of systems implementing a Bayesian filter is a traditional approach to
address the problem of localization in multisource acoustic scenario. However, in a real noisy open space the acoustic sources are
often discontinuous with numerous short-duration events and thus the filtering methods may have difficulty to track the multiple
sources. Incident signal power comparison (ISPC) is proposed to compute DOAs association. ISPC is based on identifying the
incident signal power (ISP) of the sources on a microphone array using beamforming methods and comparing the ISP between
different arrays using spectral distance (SD) measurement techniques. This method solves the ambiguities, due to the presence of
simultaneous sources, by identifying sounds through a minimization of an error criterion on SD measures of DOA combinations.
The experimental resultswere conducted in an outdoor real noisy environment and the ISPCperformance is reported using different
beamforming techniques and SD functions.

1. Introduction

The sensory capacity to analyze acoustic space is a very
important function of an auditory system. The need for the
development of an understanding of the sound environment
has attracted many researchers over the past twenty years to
build sensory systems that are capable of locating acoustic
sources in space. Acoustic source localization (ASL) is an
important task in a growing number of applications. Fields of
application in which identification of the location of acoustic
sources is desired include audio surveillance, teleconferenc-
ing systems, hands-free acquisition in car, system moni-
toring, human-machine interaction, musical control inter-
faces, videogames, virtual reality systems, voice recognition,
fault analysis of machinery, autonomous robots, processors
for digital hearing aids, high-quality recording, multiparty
telecommunications, dictation systems, and acoustic scene
analysis.The aim of an ASL system is to estimate the position
of sound sources in space by analyzing the sound field with

amicrophone array, a set of microphones arranged to capture
the spatial information of sound.

Several application areas that may potentially provide
advantages in using the acoustic location have led to the
development of many signal processing algorithms, which
mostly consider the specific acoustic environment, the signal
properties, and the localization goal.

ASL can be performed by two basic methods: indirect
and direct. The indirect approach is used to estimate source
positions by implementing the following two steps: in the
first one, a set of time difference of arrivals (TDOAs) are
estimated using measurements across various combinations
of microphones, and in the second one, when the position
of the sensors and the speed of sound are known, the source
positions can be estimated using geometric considerations
and approximate estimators: closed-formed estimators based
on a least squares solution [1–7] (for an overview on closed-
form estimators, see [8]) and iterative maximum likelihood
estimators [9–15]. The direct approach involves the search
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space by constructing a spatial energy map and estimating,
for each possible point of interest, the values that maximize
a specific likelihood function that provides a coherent value
from the entire system of arrays. The position of the sources
can be estimated directly and spatial likelihood functions can
be defined [16–20].

In near-field conditions, since the sources radiate the
sound in spherical waves, a hyperboloid describes all of the
possible points of an acoustic source that generates the same
TDOA to an array of twomicrophones. Indirectmethods aim
at estimating TDOAs for microphone pairs, typically using
the generalized cross-correlation (GCC) [21] and the adaptive
eigenvalue decomposition (AED) [22] based on the blind
system identification,which focuses on the impulse responses
between the source and the microphones. The extension of
theAED in the case ofmultiplemicrophoneswas proposed in
[23], and it is efficiently performed with a normalized multi-
channel frequency-domain least mean square algorithm [24,
25]. However, the steered response power (SRP) is a direct
method based on maximizing the power output of a beam-
former. Beamforming is a combination of the delayed signals
from each microphone in a manner in which an expected
pattern of radiation is preferentially observed. In general, the
SRP is computed in frequency-domain using the fast Fourier
transformer on a signal portion, calculating the response
power on each frequency bin, and subsequently fusing these
estimates to obtain the final result. The conventional SRP
is performed with the delay and sum beamformer [26]; it
consists of the synchronization of signals that steer the array
in a certain direction, and it sums the signals to estimate the
power of the spatial filter. The SRP phase transform (SRP-
PHAT) [18] is a widely used filtered beamforming. PHAT
filter [21] places equal importance on each frequency by
dividing the spectrum by its magnitude. It normalizes the
amplitude of the spectral density using only the phase infor-
mation with the advantage to improve performance in case of
moderate noise and reverberation. SRP-PHAT is deeply used
due to the fact that it can be efficiently computed by coherent
summing the GCC-PHAT from all of the microphone pairs
for each possible point of interest. The high-resolution SRP
has been developed to improve the performance of the spatial
filter, and the adaptive beamformer is called the minimum
variance distortionless response (MVDR) due to Capon [27].
Themultiple signal classification (MUSIC) algorithm is based
on an eigen subspace decomposition method [28, 29], and
the estimation of signal parameters via rotational invariance
techniques (ESPRIT) is based on subspace decomposition
exploiting the rotational invariance [30–32].

In far-field conditions, we are no longer able to detect
the spherical wavefront in relationship with the distance of
source from an array and the size of the array, and the wave-
front is approximate to a plane. In this condition, with an
array of microphones, we are able to estimate only the direc-
tion of arrival (DOA) of the source but not its distance from
the array. In the far-field case the hyperboloid, which is the
locus of points that generates the same TDOA to a micro-
phone pair, can be approximated with the cone whose vertex
is located at the midpoint of the array. Thus, we need a
network of arrays to perform the localization of a source

(at least two arrays for two-dimensional space). Hence, the
position estimation is computed by intersection of lines and
by an approximated solution for overdetermined systems
using the linear least squares method. In the case of an array
containing 𝑀 microphones (𝑀 > 2) the DOA estimation
can be computed with the indirect method of multichannel
cross-correlation coefficient (MCCC) [33, 34], which is based
on TDOAs estimation using GCC, and on the use of the
spatial prediction error to measure the correlation among
multiple signals. It has the advantage of using the redundant
information between microphones to estimate the DOA
in a more robust manner under a reverberant and noisy
condition. The family of SRP direct methods with an array
is used to estimate the DOAs of sources by picking the values
corresponding to the principal peaks of the steered response
power of a beamforming.

Recently, more sophisticated algorithms have been pro-
posed for time delay estimation that use minimum entropy
[35, 36] and blind source separation [37–39]. In [39], the
authors demonstrate that the broadband independent com-
ponent analysis methods are more robust against high back-
ground noise levels compared with the conventional GCC-
PHAT approach.

Both indirect and direct methods have been tested in
many single source scenarios; however, in multiple sources
cases, they require new considerations. Several works address
the problem of multiple sources using a Bayesian approach
based on the tracking of the sources and using Kalman filter
[40–47] and Particle filter [19, 48–53]. Some studies consider
an approach without tracking in reverberant environments
[39, 54–57].

In a real open space, the traditional techniques based on
Bayesian filters (Kalman and Particle filters) are difficult to
apply for localization of concurrentmultiple acoustic sources,
because sources are often discontinuous with numerous
short-duration events and the spatial resolution may be poor
in some areas of analysis. Note that in practical applications
the localization in a open space needs a reduced number of
arrays, due to limited space for installing it and not to invade
the monitoring spaces in an excessive way. Besides, meth-
ods based on movement tracking can fail in some specific
situations: during the initialization phase of the filter, in the
presence of sources with unpredictable trajectory (e.g., in the
case of rapid changes of the velocity vector), and when two
sources have intersecting trajectories.

As a solution to this problem, we present the approach
based on the incident signal power comparison (ISPC).
A preliminary work was proposed in [58, 59]. This paper
describes a detailed step-by-step ISPC algorithm introducing
a diagonal loading (DL) [60, 61] for MVDR beamforming,
which gives more stable ISP estimation, and reporting new
experimental results in a real scenario. ISPC is designed for a
distributed array system, and it is based on source extraction
and on a verification of similarity among sound sources. The
first step consists of source extraction using beamforming
techniques and estimation of the incident signal power (ISP)
of every source captured on the array. The second step
involves the comparison of the ISP spectrum from different
arrays using a spectral distance (SD) measure. The ISP
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spectrum permits identification of sounds so that the spec-
trum power distanceminimizes an error criterion.Therefore,
the identification of the correct combination of DOAs is
estimated by identifying the minor value of SD measures.

The location in a free-field outdoor environment can
be employed for audio surveillance, sound monitoring, and
analysis of acoustic scenes. In particular, Section 5 describes
a prototype system formultiple source localization in a public
space for monitoring a large area with a joint audio-video
system, in which the positional estimates by acoustic analysis
are used to steer a video-camera consequently.

The paper is organized as follows. After presenting the
signal model in Section 2, the multiple sources localization
problem is described in Section 3. In Section 4 the ISPC algo-
rithm is presented. Finally, Section 5 illustrates experimental
results obtained in a real-world scenario.

2. Signal Model

We assume𝑁 acoustic sources and 𝑅 arrays, each composed
of 𝑀 microphones, and consider the omnidirectional char-
acteristics of both the sources and the microphones. We will
refer to the model of discrete-time obtained by performing
a sampling operation on the continuous-time signal 𝑥(𝑡)
with a uniform sampling period 𝑇

𝑠
. A discrete-time signal is

expressed by

𝑥 (𝑘𝑇
𝑆
) = 𝑥(

𝑘

𝑓
𝑠

) 𝑘 = 0, 1, . . . , (1)

where 𝑘 is the sample time index and 𝑓
𝑠
is the sampling

frequency. As usual, we will allow the sample period 𝑇
𝑠
to

remain implicit and refer to it simply as 𝑥(𝑘).
The free-field discrete-time signal received by the 𝑚th

microphone of the 𝑟th array can be modeled as

𝑥
𝑟𝑚
(𝑘) =

𝑁

∑

𝑛=1

𝛼
𝑟𝑛𝑚
𝑠
𝑛
(𝑘 − 𝑘

𝑟𝑛
− 𝜏
𝑟𝑛𝑚
) + V
𝑟𝑚
(𝑘) , (2)

where 𝛼
𝑟𝑛𝑚

is the attenuation of the sound propagation
(inversely proportional to the distance from source 𝑛 to
microphone 𝑚 of array 𝑟), 𝑠

𝑛
(𝑘) are the unknown uncor-

related source signals, 𝑘
𝑟𝑛

is the propagation time from the
unknown source 𝑛 to the reference sensor of array 𝑟, 𝜏

𝑟𝑛𝑚
is

the TDOA of the signal 𝑛 between the 𝑚th microphone and
the reference of the 𝑟th array, and V

𝑟𝑚
(𝑘) is the additive noise

signal at the sensor𝑚 of array 𝑟, assumed to be uncorrelated
with not only all of the source signals but also with the noise
observed at the other sensors.

In far-field case the relationship between TDOA and
DOA can be solved easily with geometrical considerations.
Therefore, for a generic pair of microphones with TDOA 𝜏

𝑟𝑛
,

DOA estimate is obtained as

𝜃
𝑟𝑛
= arcsin(

𝜏
𝑟𝑛
𝑐

𝑑
) , (3)

where 𝑐 is the speed of sound and 𝑑 the distance between
microphones.

The vector Θ
𝑛
for each source 𝑛, considering the signal

model (2), is defined by

Θ
𝑛
= [𝜃
1𝑛
, 𝜃
2𝑛
, . . . , 𝜃

𝑅𝑛
]
𝑇 (4)

which contains the DOAs of the acoustic source 𝑛 by each
array. In the case of𝑁 sources and 𝑅 arrays, we can write the
matrix 𝑅 × 𝑁, which contains all DOAs of distributed array
network as

Θ = [Θ
1
,Θ
2
, . . . ,Θ

𝑁
] =

[
[
[
[

[

𝜃
11

𝜃
12

⋅ ⋅ ⋅ 𝜃
1𝑁

𝜃
21

𝜃
22

⋅ ⋅ ⋅ 𝜃
2𝑁

...
... d

...
𝜃
𝑅1

𝜃
𝑅2

⋅ ⋅ ⋅ 𝜃
𝑅𝑁

]
]
]
]

]

. (5)

The estimated DOAs angles, obtained for each array 𝑟, are
written with the following vector:

Θ̂
𝑟
= [𝜃
𝑟1
, 𝜃
𝑟2
, . . . , 𝜃

𝑟𝑁
] , (6)

where we consider the DOA values in ascending order (𝜃
𝑟1
<

𝜃
𝑟2
< 𝜃
𝑟3
, etc.). Next, the estimated sorted DOAs matrix Θ̂ is

defined as

Θ̂ =

[
[
[
[

[

Θ̂
1

Θ̂
2

...
Θ̂
𝑅

]
]
]
]

]

=

[
[
[
[
[

[

𝜃
11

𝜃
12

⋅ ⋅ ⋅ 𝜃
1𝑁

𝜃
21

𝜃
22

⋅ ⋅ ⋅ 𝜃
2𝑁

...
... d d

𝜃
𝑅1

𝜃
𝑅2

⋅ ⋅ ⋅ 𝜃
𝑅𝑁

]
]
]
]
]

]

. (7)

The position of the source 𝑛 can be calculated by combining
the DOAs estimated by the 𝑅 arrays for that source.

3. Multiple Sources Localization

The multiple sources localization problem is to correctly
assign the 𝑅 DOAs values to the source 𝑛. In some applica-
tions, situations arise for which we cannot assign unambigu-
ously TDOAs or DOAs to the same source. The example in
Figure 1 shows the case of two sources with a configuration of
two arrays for the 2D location. Aswe can see, the combination
of incorrect DOAs leads to an incorrect position estimation.
The two DOAs calculated by the two arrays can be combined
following two different configurations: (1) 𝜃

11
−𝜃
21
, 𝜃
12
−𝜃
22
;

(2) 𝜃
12
− 𝜃
21
, 𝜃
11
− 𝜃
22
. The first configuration implies the

correct localization of the sound sources, whereas the second
leads to an incorrect localization of both the sources.

In general, the goal is to get the matrix Θ to properly
order the values of (7). Considering 𝜃

𝑟𝑛
as the 𝑛th DOA of

array 𝑟, the assignment of the correct value of the DOA for
the unknown sources can be ambiguous; namely the exact
position of the elements in the matrix of (6) cannot be
uniquely determined:

𝜃
𝑟𝑛
󳨀→ 𝜃
𝑟𝑛
. (8)

The possible combinations of the DOAs of matrix (7) are𝑂 =
(𝑁!)
(𝑅−1).
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Figure 1: The problem of multiple sources localization.

4. Incident Signal Power Comparison (ISPC)

Incident signal power comparison (ISPC) combines the
DOAs from different arrays by considering the similarity
criterion among acoustic sources. To check for this similarity,
we can estimate for each array the ISP referring to all esti-
mated DOAs using beamforming techniques. Once the ISPs
are obtained, we can define an efficient error criterion for
comparing the different possible combinations of the DOAs
using a SD measure of ISPs pair between different arrays.

DOA estimation is a crucial step of ASL systems. In a free-
field environment for far-field cases, it can be calculated by
means of MCCC and SRP methods. After obtaining an esti-
mation of the sorted DOAs matrix (the matrix Θ̂ of (7)), the
steps of the ISPC algorithm are (1) source extraction using
beamforming techniques and estimation of ISPs for each
DOA, (2) ISPCusing SDmeasurement between ISPs of differ-
ent array, (3) calculation of all DOAs combinations, and (4)
verification of the most consistent target combinations min-
imizing an error criterion on SD measurements. Finally, the
localization ofmultiple sources can be computed by consider-
ing the estimated DOAs combination. Figure 2 illustrates the
ISPC steps.

4.1. Incident Signal Power Estimation. The ISP is the power
spectral density of the beamformer output that is steered to
a specified direction. The SRP is based on maximizing the
power output of a beamformer. Beamforming is a multi-
channel signal processing techniques that enhance the acous-
tic signals coming from a specific steered position, while
reducing the signals coming from other directions. In the
frequency domain, the output of a generic beamformer of 𝑟th
array in matrix notation can be written as

𝑌
𝑟
(𝑓) =W𝐻 (𝑓, 𝜃

𝑟𝑛
)X
𝑟
(𝑓) , (9)

where X
𝑟
(𝑓) = [𝑋

𝑟1
(𝑓), 𝑋

𝑟2
(𝑓), . . . , 𝑋

𝑟𝑀
(𝑓)]
𝑇, 𝑌
𝑟
(𝑓) and

𝑋
𝑟𝑚
(𝑓) are the discrete Fourier transform of the signals,

W(𝑓, 𝜃
𝑟𝑛
) = [𝑊

1
(𝑓, 𝜃
𝑟𝑛
),𝑊
2
(𝑓, 𝜃
𝑟𝑛
), . . . ,𝑊

𝑀
(𝑓, 𝜃
𝑟𝑛
)]
𝑇 is the

vector of the beamformer weights for steering and filtering
the data on the direction 𝜃

𝑟𝑛
,𝑓 is the frequency bin index, and

Array 1 Array 2 Array R

Sorted DOAs matrix estimation

ISPs estimation

SDs estimation

DOA combinations calculation

Minimum SD combinations estimation

Multiple acoustic sources localization
IS

PC

· · ·

Figure 2: The steps for the ISPC algorithm.

the superscript𝐻 represents the Hermitian (complex conju-
gate) transpose.

The ISP of the beamformer output for a generic frequency
𝑓 is given by

ISP (𝑓) = 𝐸 {󵄨󵄨󵄨󵄨𝑌𝑟 (𝑓)
󵄨󵄨󵄨󵄨
2

}

=W𝐻 (𝑓, 𝜃
𝑟𝑛
) 𝐸 {X

𝑟
(𝑓)X𝐻

𝑟
(𝑓)}W (𝑓, 𝜃

𝑟𝑛
)

=W𝐻 (𝑓, 𝜃
𝑟𝑛
)Φ
𝑟
(𝑓)W (𝑓, 𝜃

𝑟𝑛
) ,

(10)

where Φ
𝑟
(𝑓) is the cross-spectral density matrix, which is

square𝑀×𝑀 and symmetric, and𝐸{⋅} denotesmathematical
expectation. We consider a power spectrum calculated with
𝑓 = 𝐹min, 𝐹min+1, . . . , 𝐹max, where𝐹min and𝐹max are the index
values of a specific frequency range (FR), which defines the
range interesting for the optimal performance of the ISPC
algorithm. Note that beamformer pattern function is fre-
quency dependent; then the main lobe narrows with increas-
ing frequency and spatial aliasing can occur (for a compre-
hensive dissertation, refer to [62]).

Several beamforming techniques exist (a review can be
found in [63]); however, the spatial filter methods that are
used for comparing ISPC experimental results are the SRP
based on delay and sum beamforming, the SRP with the
Dolph-Chebyshev window (SRP-DC), and the MVDR with
DL.

Hence, the ISP corresponding to delay and sum SRP can
be written from (10) as

ISPSRP
𝑟𝑛
(𝑓) = A𝐻 (𝑓, 𝜃

𝑟𝑛
)Φ
𝑟
(𝑓)A (𝑓, 𝜃

𝑟𝑛
) , (11)
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whereA(𝑓, 𝜃
𝑟𝑛
) is the steering vector corresponding to direc-

tion 𝜃
𝑟𝑛
. For a uniform linear array withmicrophone distance

𝑑, the steering vector takes the form

A (𝑓, 𝜃
𝑟𝑛
) = [1, 𝑒

𝑗2𝜋(𝑓−1)𝑑𝑓
𝑠
sin 𝜃
𝑟𝑛
/𝑐

, . . . ,

𝑒
(𝑗2𝜋(𝑓−1)𝑑𝑓

𝑠
sin 𝜃
𝑟𝑛
/𝑐)(𝑀−1)

]
𝑇

.

(12)

The SRP-DC is obtained from (11) introducing theDolph-
Chebyshev window w:

ISPSRP-DC
𝑟𝑛

(𝑓) = [w ⊙ A (𝑓, 𝜃
𝑟𝑛
)]
𝐻

Φ
𝑟
(𝑓) [w ⊙ A (𝑓, 𝜃

𝑟𝑛
)] ,

(13)

where ⊙ denotes element-wise multiplication.
The adaptive MVDR beamforming [27] is based on min-

imization problem of the following equation

argmin
W(𝑓,𝜃

𝑟𝑛
)

W𝐻 (𝑓, 𝜃
𝑟𝑛
)Φ
𝑟
(𝑓)W (𝑓, 𝜃

𝑟𝑛
)

subject to W𝐻 (𝑓, 𝜃
𝑟𝑛
)A (𝑓, 𝜃

𝑟𝑛
) = 1.

(14)

The aim of the MVDR filter is to minimize the noise and
sources coming from different directions, while keeping a
fixed gain on the desired direction. Solving (14) using the
method of Lagrange multipliers, we can write

WMVDR (𝑓, 𝜃𝑟𝑛) =
Φ
−1

𝑟
(𝑓)A (𝑓, 𝜃

𝑟𝑛
)

A𝐻 (𝑓, 𝜃
𝑟𝑛
)Φ
−1

𝑟
(𝑓)A (𝑓, 𝜃

𝑟𝑛
)
. (15)

In practical applications, the inverse of the cross-spectral den-
sity matrix can be calculated using the Moore-Penrose pseu-
doinverse, defined as

Γ
+

= VS−1U𝐻, (16)

where Γ = USV𝐻 is the singular value decomposition of the
matrix Γ. Moreover, if the cross-spectral density matrix is ill-
conditioned, the spatial spectrum may not exist. Therefore, a
DL [60, 61] method is adopted to calculate the inverse matrix
in a stable way. The ISP with MVDR filter and DL becomes

ISPMVDR
𝑟𝑛

(𝑓) =
1

A𝐻 (𝑓, 𝜃
𝑟𝑛
) (Φ
𝑟
(𝑓) + 𝜇I)+A (𝑓, 𝜃

𝑟𝑛
)
,

(17)

where I is the identity matrix and 𝜇 is the loading level:

𝜇 =
1

𝐿
tr {Φ
𝑟
(𝑓)} Δ, (18)

where tr{⋅} denotes the trace of the squared matrix and Δ is
the normalized loading constant. Typically, the values areΔ =
0.1, Δ = 1, Δ = 10 [64].

Therefore, we can define the matrix P containing all the
ISPs related to the matrix (7):

P = [P
11
,P
12
, . . . ,P

1𝑁
,P
21
,P
22
, . . . ,P

2𝑁
,

P
𝑅1
,P
𝑅2
, . . . ,P

𝑅𝑁
]

(19)

which has a dimension of (𝐹max − 𝐹min) × 𝑅𝑁, where the
total number of ISPs is 𝐼 = 𝑁𝑅 and P

𝑟𝑛
= [ISP

𝑟𝑛
(𝐹min),

ISP
𝑟𝑛
(𝐹min + 1), . . . , ISP𝑟𝑛(𝐹max)]

𝑇.

4.2. Spectral Distance Estimation. To compare the ISPs of dif-
ferent arrays, spectral distance (SD) functions are used. Dis-
tance measures produce measurements of the dissimilarity of
two sound spectra. We define the SD estimation between the
ISP
𝑟𝑛
and the ISP

𝑖𝑗
of two DOAs of different arrays as

𝐸
𝑟𝑛𝑖𝑗

=
1

𝐿

𝐹max

∑

𝑓=𝐹min

󵄨󵄨󵄨󵄨󵄨
S {ISP

𝑟𝑛
(𝑓) , ISP

𝑖𝑗
(𝑓)}

󵄨󵄨󵄨󵄨󵄨
, (20)

where 𝐿 = (𝐹max − 𝐹min + 1), 𝑟 and 𝑖 are the index labels
of the array, 𝑟 ̸= 𝑖, 𝑛 and 𝑗 are the index labels for the sorted
DOAs of array, and S{ISP

𝑟𝑛
(𝑓), ISP

𝑖𝑗
(𝑓)} is the SD function

to measure the dissimilarity of spectra. We consider the
four most common SD functions to verify how our system
performance varies as a function of different equations. A
classic spectral estimation method is linear prediction (LP)
[65], for which we insert a negative one to standardize the
minimum to zero as all functions

𝐸
LP
𝑟𝑛𝑖𝑗

=
1

𝐿

𝐹max

∑

𝑓=𝐹min

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

− 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

. (21)

The other functions are the Itakura-Saito (IS) distance mea-
sure [66]

𝐸
IS
𝑟𝑛𝑖𝑗

=
1

𝐿

𝐹max

∑

𝑓=𝐹min

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

− log
ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

− 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

, (22)

the root mean square (RMS) log [67]

𝐸
RMS
𝑟𝑛𝑖𝑗

=
1

𝐿

𝐹max

∑

𝑓=𝐹min

(log
ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

)

2

, (23)

and the COSH measure [68]

𝐸
COSH
𝑟𝑛𝑖𝑗

=
1

𝐿

𝐹max

∑

𝑓=𝐹min

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

− log
ISP
𝑟𝑛
(𝑓)

ISP
𝑖𝑗
(𝑓)

+
ISP
𝑖𝑗
(𝑓)

ISP
𝑟𝑛
(𝑓)

− log
ISP
𝑖𝑗
(𝑓)

ISP
𝑟𝑛
(𝑓)

− 2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

.

(24)

The total number of SDmeasures between all the ISPs pair of
different arrays is 𝑄 = 𝑁2𝑅(𝑅 − 1)/2.

4.3. DOA Combinations Calculation. Let us represent the
sorted matrix of the DOAs using the graph theory to better
understand the DOAs combinations calculation and the ver-
ification of the most consistent target combination minimiz-
ing an error criterion.Then, we can express thematrix (7) and
all of its combinations as being composed of nodes and edges,
connecting pairs of vertices. An example of three arrays and
three sources is shown in Figure 3. Each row of the graph
contains the sorted DOAs of an array: Θ̂

1
= [𝜃
11
, 𝜃
12
, 𝜃
13
]
𝑇,

Θ̂
2
= [𝜃
21
, 𝜃
22
, 𝜃
23
]
𝑇, and Θ̂

3
= [𝜃
31
, 𝜃
32
, . . . , 𝜃

3𝑁
]
𝑇. Each

DOA is a node of graph and the edges represent the possible
connections between nodes with the values 𝐸

𝑟𝑛𝑖𝑗
, which is

the estimated SD between the ISPs on array 𝑟 of DOA 𝑖

and on array 𝑛 of DOA 𝑗. The combination of incorrect
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Figure 3: Graphic representation of DOAs and SDs estimations.

DOAs leads to an incorrect position estimation (see Figure 1).
Thus, if we represent a combination of DOAs as a sum of
values of the edges that connect the nodes, we expect that
the minimum value of different sums corresponds to the
correct combination. To calculate the possible combinations
ofDOAs between the arrays, it is helpful to introduce amatrix
labeling of DOAs (7):

B =
[
[
[
[

[

𝐵
11

𝐵
12

. . . 𝐵
1𝑁

𝐵
21

𝐵
22

. . . 𝐵
2𝑁

...
... d

...
𝐵
𝑅1

𝐵
𝑅2

. . . 𝐵
𝑅𝑁

]
]
]
]

]

(25)

in which the generic element is expressed as
𝐵
𝑟𝑛
= (𝑟 − 1)𝑁 + 𝑛 (26)

with 𝑟 = 1, 2, . . . , 𝑅 and 𝑛 = 1, 2, . . . , 𝑁. The matrix label B
associates the position of the DOAs referring to the sorted

matrix Θ̂. Estimating the minimum error of an SD combina-
tion, we can obtain the matrix Θ̂ with the correct position of
the DOAs, in which each column contains the DOAs of the
source 𝑛.

Furthermore, we can represent the graph representation
of DOAs and the SDs as the adjacency matrix Λ, which is
an 𝑅𝑁 × 𝑅𝑁 matrix of SD values. The entry in row (𝐵

𝑟𝑛
=

1, . . . , 𝑅𝑁) and column (𝐵
𝑖𝑗
= 1, . . . , 𝑅𝑁) is defined as an SD

estimation 𝐸
𝑟𝑛𝑖𝑗

if there is an edge connecting vertex 𝐵
𝑟𝑛
and

vertex 𝐵
𝑖𝑗
in the graph, or it is defined as zero otherwise. The

relationships betweenDOAs and SDs can be expressed by the
following equation of the adjacency matrix element:

Λ
𝐵
𝑟𝑛
𝐵
𝑖𝑗

= 𝐸
𝑟𝑛𝑖𝑗
. (27)

The symmetric adjacency matrix results in the following
equation:

Λ =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

0 . . . 0 𝐸
1121

. . . 𝐸
112𝑁

. . . 𝐸
11𝑅1

. . . 𝐸
11𝑅𝑁

... d
...

... d
... d

... d
...

0 . . . 0 𝐸
1𝑁21

. . . 𝐸
1𝑁2𝑁

. . . 𝐸
1𝑁𝑅1

. . . 𝐸
1𝑁𝑅𝑁

𝐸
2111

. . . 𝐸
211𝑁

0 . . . 0 . . . 𝐸
21𝑅1

. . . 𝐸
21𝑅𝑁

... d
...

... d
... d

... d
...

𝐸
2𝑁11

. . . 𝐸
2𝑁1𝑁

0 . . . 0 . . . 𝐸
2𝑁𝑅1

. . . 𝐸
2𝑁𝑅𝑁

... d
...

... d
... d

... d
...

𝐸
𝑅111

. . . 𝐸
𝑅11𝑁

𝐸
𝑅121

. . . 𝐸
1121

. . . 0 . . . 0

... d
...

... d
... d

... d
...

𝐸
𝑅𝑁11

. . . 𝐸
𝑅𝑁1𝑁

𝐸
𝑅𝑁21

. . . 𝐸
𝑅𝑁2𝑁

. . . 0 . . . 0

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

. (28)
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These SD values are weights of the edges of the graph.
An example of three arrays and three sources is presented in
Figure 3; in this example, we have 27 total SD comparisons (3
for each source).

To calculate all possible combinations of DOAs, we can
work on the label matrix B. Considering that the first row
of B related to the first array remains unchanged, we can
compute the combinations in two steps. In the first step, the
permutations of the𝑁 labels of B for each 𝑅−1 row (for each
array) are calculated. The number of permutations for each
row is 𝑈 = 𝑁!. Thus, we define the permutation matrix 𝑇 as

T = [T
1
,T
21
,T
22
, . . . ,T

2𝑈
,T
31
,T
32
, . . . ,T

3𝑈
, . . . ,

T
𝑅1
,T
𝑅2
, . . . ,T

𝑅𝑈
] ,

(29)

where

T
1
= [𝐵
11
, 𝐵
12
, . . . , 𝐵

1𝑁
]
𝑇

, (30)

T
𝑟𝑢
= P
𝑢
{[𝐵
𝑟1
, 𝐵
𝑟2
, . . . , 𝐵

𝑟𝑁
]
𝑇

} , (31)

where T
𝑟𝑢
is the vector of 𝑢th permutationP

𝑢
(𝑢 = 1, . . . , 𝑈)

of 𝑟th array (𝑟 = 2, 3, . . . , 𝑅), which contains the 𝑁 DOAs
label of row 𝑟. The matrix T has a dimension of 𝑁 × 𝑈(𝑅 −

1) + 1. In the second step, the combinations of column
indices of matrix T with value from 2 to 𝑅𝑈 give the
𝑈
(𝑅−1)

= 𝑁!
(𝑅−1)

= 𝑂 possible combinations. We consider
the combinations of 𝑅 − 1 groups, each one composed by 𝑈
elements (the permutation), assuming that one member (the
index column of matrix T) from each of the 𝑅 − 1 groups is
used in each combination and assuming that the order is not
a distinguishing factor. We define a matrix Z of dimension
𝑂 × (𝑅 − 1), which stores the combinations of groups of
column indices of matrix T:

Z =
[
[
[
[

[

𝑍
11

𝑍
12

. . . 𝑍
1(𝑅−1)

𝑍
21

𝑍
22

. . . 𝑍
2(𝑅−1)

...
... d

...
𝑍
𝑂1

𝑍
𝑂2

. . . 𝑍
𝑂(𝑅−1)

]
]
]
]

]

. (32)

The generic element 𝑍
𝑜𝑟
with 𝑜 = 1, 2, . . . , 𝑂 and 𝑟 = 1, 2, . . . ,

𝑅 − 1 can be calculated with the following equations:

𝑍
(𝑜+𝑖−1)𝑟

= 𝑈 (𝑟 − 1) + 2, 𝑖 = 1, 2, . . . , 𝑈
1
,

𝑍
(𝑜+𝑈
1
+1)𝑟

= {
𝑍
(𝑜+𝑈
1
+1)𝑟
, if 𝑍

(𝑈
1
+1)𝑟

> 𝑈
2
,

𝑍
(𝑜+𝑈
1
+1)𝑟

+ 1, otherwise,

(33)

where 𝑈
1
= 𝑈
(𝑟−1) and 𝑈

2
= 𝑈(𝑟 − 1) + 𝑈 + 1.

Hence, a combination label matrix C of 𝐼 × 𝑂 dimension
is used to store the DOA label of all combinations:

C = [C
1
,C
2
, . . . ,C

𝑂
] , (34)

where C
𝑜
is the vector, which contains the 𝐼 DOA labels of

combination 𝑜:
C
𝑜
= [𝐵
11
, 𝑇
𝑍
𝑜1
1
, 𝑇
𝑍
𝑜2
1
. . . , 𝑇
𝑍
𝑜(𝑅−1)
1
,

𝐵
12
, 𝑇
𝑍
𝑜1
2
, 𝑇
𝑍
𝑜2
2
, . . . , 𝑇

𝑍
𝑜(𝑅−1)
2
, . . . ,

𝐵
1𝑁
, 𝑇
𝑍
𝑜1
𝑁
, 𝑇
𝑍
𝑜2
𝑁
, . . . , 𝑇

𝑍
𝑜(𝑅−1)
𝑁
]
𝑇

= [𝐶
1𝑜
, 𝐶
2𝑜
, . . . , 𝐶

𝐼𝑜
]
𝑇

.

(35)

4.4. Minimum SDMeasure Estimator. For each source, iden-
tified by 𝑅 nodes (the arrays), we have 𝑅(𝑅 − 1)/2 edges;
then, the number of edges for a combination of DOAs is
𝐺 = 𝑁𝑅(𝑅 − 1)/2 = 𝑄/𝑁. The values of matrix C are used to
calculate the SD estimation of all combinations.Thus, we can
define the SD estimation of the generic combination 𝑜 as the
sum of the weights of all the edges:

𝐷
𝑜
=

𝑁

∑

𝑛=1

𝑅−1

∑

𝑟=1

𝑅−𝑟

∑

𝑖=1

Λ
𝐶
𝑜1𝑜
𝐶
𝑜2𝑜

, (36)

where 𝑜 = 1, 2, . . . , 𝑂, 𝑜
1
= (𝑛−1)𝑅+𝑟 and 𝑜

2
= (𝑛−1)𝑅+𝑟+𝑖.

Accordingly, we define the SD vector of all combinations

D = [𝐷
1
, 𝐷
2
, . . . , 𝐷

𝑂
]
𝑇

. (37)

Finally, the index of the minimum value of the vector D
identifies the target combination as

𝑜 = argmin
𝑜

𝐷
𝑜
, (38)

and the DOAs matrix Θ̂ is estimated by ordering the label
matrix B with the combination C

𝑜
.

4.5. Overall Procedure. The processing steps of the full ISPC
algorithm are summarized in Algorithm 1. After the DOAs
estimation and creation of the matrix Θ̂ defined by (7) the
ISPC algorithm is applied if multiple sources are detected.
In practice, the matrix does not always present all the DOA
values. In these cases, the missing value of array 𝑟 can be
represented with a zero value in the label matrix B (25). The
overall procedure is composed by the following steps: (1)
building of the label matrix B (25) and calculation of ISPs
and thematrix P (19); (2) estimation of the SDmeasurements
between all ISP pairs of arrays and creation of the adjacency
matrix Λ (28); (3) calculation of the permutations matrix T
(29) and the all DOA combinationmatrixC (34); (4) calcula-
tion of the vector D (37) that contains the SD estimation for
each DOAs combination and finding the minimum value of
D (38), for using the index value 𝑜 in thematrixC to properly
order the matrix Θ̂ and estimate the matrix Θ̂.

5. Experimental Results

The experimental results were conducted in an outdoor real
noisy environment and the ISPC performance is reported
using different beamforming techniques (SRP, SRP-DC,
MVDR) and SD estimations (LP, IS, RMS, COSH). A pro-
totype system for two-dimensional localization has been
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Require:𝑁 > 1

𝐼 = 𝑁𝑅 {ISPs}
𝑂 = 𝑁!

(𝑅−1)

{DOA combinations}
𝑄 = 𝑁

2

𝑅(𝑅 − 1)/2 {SDs}
𝑈 = 𝑁! {DOA label permutations for an array}
for 𝑟 = 1 to 𝑅 do

for 𝑛 = 1 to𝑁 do
Calculate (26)
Calculate (10) with (11) (13) (17)

end for
end for
Calculate (25)
Calculate (19)
for 𝑟 = 1 to 𝑅 − 1 do

for 𝑛 = 𝑟 + 1 to 𝑅 do
for 𝑖 = 1 to𝑁 do

for 𝑗 = 1 to𝑁 do
Calculate (20) with (21) (22) (23) (24)
Calculate (27)

end for
end for

end for
end for
Calculate (28)
for 𝑟 = 2 to 𝑅 do

for 𝑢 = 1 to 𝑈 do
Calculate (31)

end for
end for
Calculate (29)
for 𝑟 = 1 to 𝑅 − 1 do

while 𝑜 < 𝑂 + 1 do
Calculate (33)

end while
end for

Calculate (32)
Calculate (34)
Calculate (36)
Calculate (38)

Algorithm 1: ISPC.

installed on the roof of the building that houses theComputer
Science Department in Udine University (Figure 4).

5.1. System Setup. The acoustic localization prototype
includes two linear arrays, each composed of four omni-
directional microphones. Very small sized arrays are used
because a real application of such systems would require
that the public spaces are not invaded in an excessive way;
therefore, there might not be enough space to install the
arrays. The arrays are located 11.4m apart at a height of
12.1m above the plane. The sample rate of the digital system
is 48 kHz, and the microphone distance is 25 cm. The system
consists of two parallel processing lines, corresponding to
the Array 1 and Array 2 (Figure 5).

The first processing step is the DOAs estimation. SRP-
PHAT is used for the DOAs estimation. The values corre-
sponding to the principal𝑁 peaks of the SRP-PHAT function
(in practice, those peaks which are above a given threshold)

Figure 4: The prototype installed on the roof of the University
building. The two arrays are encircled.

Array 1 Array 2

Sorted DOAs matrix estimation

IfN = 1 IfN > 1

ISPC

Position estimation

Figure 5:The block diagram of the processor showing the data flow
of all of the tasks of the experimental prototype.

allow the DOAs estimation of the 𝑁 acoustic sources. The
assumed DOA range is −90∘ +90∘, where zero is in front of
the array and the microphone reference is the first from left.

In the second step, the two-dimensional coordinates of
the source can be estimated by combining the DOAs at the
arrays. If more than one source is identified, a beamformer
and an SD comparison provide a guide to solve the problemof
associating the DOAs of the Array 1 with those of the Array 2.
The calculation of the two-dimensional position of the source
is a simple triangulation problem.However, wemust consider
that the two arrays are not coincidental with the plane of
interest but are placed at a certain height. We must consider
that the possible points identified by the DOA are located on
a cone surface whose vertex is placed in the array and whose
axis is the straight line joining the two arrays. Every array
represents a cone: the intersection of the two cones is rep-
resented by a circumference. The intersection point between
the circumference and the plane of interest is the estimation
of the source distance from arrays (see Figure 6). Hence, we
consider 𝑑

𝑎
to be the distance of the arrays, ℎ to be the height
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Figure 6: The two-dimensional position of the source of the
experimental prototype.

0

10

20

30

40

50

60

−20 −10 0 10 20 30 40 50 60 70
y (m)

x
(m

)

Figure 7: The 𝑥-𝑦 sample space position of the plane of interest.

of arrays above the plane of interest, and 𝜃
1𝑛
and 𝜃
2𝑛
to be the

DOA estimated on the Array 1 and Array 2, and we obtain

𝑥
𝑛
=
𝑑
𝑎

2
(
tan 𝜃
2𝑛
+ tan 𝜃

1𝑛

tan 𝜃
2𝑛
− tan 𝜃

1𝑛

) ,

𝑦
𝑛
= √(

𝑑
𝑎

tan 𝜃
2𝑛
− tan 𝜃

1𝑛

)

2

− ℎ2.

(39)

The spatial resolution of the system depends on the distance
between the microphones, the distance between the arrays,
and the sample frequency of digital system. Figure 7 shows
the possible 𝑥𝑦 coordinates of the considered area of analysis.
The zero of the 𝑥𝑦 axes reference is located in the middle of
the distance between the two arrays. The spatial resolution
tends to decrease with an increasing distance from the arrays
and an increasing angle from the axis perpendicular to the
array.

Table 1: Position reporting the source label for each test and the SPL
of the sources.

Test label 𝑠1 (Voice) 𝑠
2
(Hammer) 𝑠

3
(Motor car) 𝑠

4
(Honk)

70 dB(A) 100 dB(A) 68 dB(A) 88 dB(A)
𝑝
1

1 2 3 —
𝑝
2

1 3 4 —
𝑝
3

1 4 5 —
𝑝
4

1 5 6 —
𝑝
5

1 7 8 —
𝑝
6

1 8 9 —
𝑝
7

1 9 10 —
𝑝
8

1 10 11 —
𝑝
9

2 3 1 —
𝑝
10

3 4 1 —
𝑝
11

4 5 1 —
𝑝
12

5 6 1 —
𝑝
13

7 7 1 —
𝑝
14

8 8 1 —
𝑝
15

9 10 1 —
𝑝
16

10 11 1 —
𝑝
17

10 12 — 13
𝑝
18

10 13 — 14
𝑝
19

10 14 — 15
𝑝
20

10 15 — 19
𝑝
21

6 16 — 17
𝑝
22

6 17 — 18
𝑝
23

6 18 — 19
𝑝
24

6 19 — 20
𝑝
25

12 13 — 10
𝑝
26

13 14 — 10
𝑝
27

14 15 — 10
𝑝
28

15 18 — 10
𝑝
29

16 17 — 6
𝑝
30

17 18 — 6
𝑝
31

18 19 — 6
𝑝
32

19 20 — 6

5.2. Experiment Setup. Experiments were conducted that
consider the area of analysis of 60 × 90m shown in Figure 8,
that is, the parking lots of the University. Twenty zones of
acoustic source positioning are considered. They are labeled
with a number as we can see in Figure 8. The sources used
are a human voice (𝑠

1
), a hammer striking an iron bar (𝑠

2
), a

motor car (𝑠
3
), and a honk car (𝑠

4
). The hammer striking an

iron bar and the honk car are short-duration event sounds.
Two types of experiments were performed. The first type

used sounds with different spectral content, named Test 1.
The second type, instead, used sounds with similar spectral
content, named Test 2. Test 1 is composed of thirty-two
parts (𝑝

1
, 𝑝
2
, . . . , 𝑝

32
), each one with three sources placed in

different positions (see Table 1). In various parts of Test 1, the
sources were positioned at increasing distances along the 𝑦
axis and the 𝑥 axis. Table 1 also reported the sound pressure
level (SPL) of each source. The environmental noise was in
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Figure 8:Map of the study area indicating the position of arrays (Array 1 and Array 2) and sources (the twenty labeling numbers: 1, 2, . . . , 20).

a range of 40–50 dB(A). In Test 2, two car sounds were used.
The test was performed by placing two car sources in 1 and 7,
as shown in Figure 8.

5.3. System Localization Evaluation. An evaluation of the sys-
tem localization using a single source for each position was
computed. Table 2 shows the real𝑥𝑦 coordinates of the source
points and the root mean square (RMS) error of the estima-
tion using SRP-PHATmethod.We can see that the estimation
error increases in distant areas and when the angle of
incidence on the array is large.

5.4. ISPC Evaluation. Tables 3 and 4 summarize the results
for Test 1 and Test 2, respectively, comparing the localization
success rate (as a percentage) with different beamforming
algorithms (SRP, SRP-DC, andMVDR) and SD functions (LP,
IS, RMS, and COSH).

The localization success rate is the ratio between the num-
ber of correct combinations and the number of ambiguities
(NOA). NOA is the number of frames in which we have
ambiguity to properly associate the DOAs to the sources; that
is, the associations are incorrect in practice. The audio signal
frame was divided into 17.5ms overlapping and a Hann-win-
dowed with a length of 140ms. The parking area, where the
tests were conducted, is a public area.Thus, wemust consider
that there are other sources in the acoustic scene: other
sounds of cars that are moving in the parking area and in the
nearby streets.

Table 3 summarizes the results of all thirty-two tests (Test
1).The number of NOA is 750, and the three frequency ranges
(FR) for the SD estimation are 20–675Hz, 20–2000Hz,
and 20–8000Hz. The frequency value of 675Hz takes into
account the spatial aliasing limit, which, in our case, is 𝑓 =

𝑐/(2𝑑) = 337/(2 ⋅ 0.25) = 675Hz. The phenomena of spatial
aliasing implies that the main lobe of the beamformer has a
set of identical copies, called grating lobes. The appearance

Table 2: Position referring to Figure 8 and the RMS errors of the
localization estimation using SRP-PHAT method.

Source label 𝑥 (m) 𝑦 (m) RMS error
1 1.5 20 1.1
2 1.5 23 1.7
3 1.5 26 2.2
4 1.5 32 1.9
5 1.5 38 2.5
6 1.5 52 4.1
7 4.5 20 0.9
8 7.5 20 4.2
9 10.5 20 8.6
10 20 20 18.2
11 30 20 8.8
12 20 23 9.2
13 20 26 15.8
14 20 32 15.7
15 20 38 4.8
16 4.5 52 4.2
17 7.5 52 8.3
18 10.5 52 17.5
19 20 52 20.2
20 30 52 23.6

of grating lobes is a function of both microphone spacing
and incident frequency. When fully visible, a grating lobe is
equal in amplitude to the main lobe of the array. This fact
reduces the array response, and, therefore, by defining the
spatial sampling requirement and removing the grating lobes,
we obtain a greater efficiency in the ISPC.

Table 4 depicts the results of Test 2 with an FR of 20–
675Hz and a NAM of 100. We can note that the accuracy
decreases, especially with regard to the RMS and COSH
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Table 3: Results of Test 1 reporting the summary of the thirty-two tests (𝑝
1
, 𝑝
2
, . . . , 𝑝

32
).

(Hz) Localization success rate (%)

FR SRP-LP SRP-IS SRP-
RMS

SRP-
COSH

SRP-
DC-LP

SRP-
DC-IS

SRP-
DC-
RMS

SRP-
DC-
COSH

MVDR-
LP

MVDR-
IS

MVDR-
RMS

MVDR-
COSH

20–675 28.4 38.2 85.2 79.1 23.4 37.8 86.4 73.7 43.6 68.6 90.1 83.4
20–2000 42.1 45.2 72.3 63.5 43.8 42.4 71.2 61.1 45.4 63.1 77.6 72.1
20–8000 53.2 52.4 69.5 58.5 51.9 49.4 68.3 58.7 48.4 56.0 65.5 61.8

Table 4: Results of Test 2 using two car sounds.

(Hz) Localization success rate (%)

FR SRP-LP SRP-IS SRP-
RMS

SRP-
COSH

SRP-
DC-LP

SRP-
DC-IS

SRP-
DC-
RMS

SRP-
DC-
COSH

MVDR-
LP

MVDR-
IS

MVDR-
RMS

MVDR-
COSH

20–675 50.2 53.8 57.5 47.1 52.4 51.3 59.4 55.7 45.4 62.0 52.0 53.5

functions, and this result highlights the limitation of the
proposed approach in the case of spectrally similar sources.

The best results for Test 1 were obtained with the RMS
log SD function and FR = [20–675]Hz. MVDR has the
greatest capacity for location with 90.1% of successful DOAs
association.

6. Conclusions

The novel incident signal power comparison algorithm is
used to solve the ambiguous problem of correctly linking the
DOAs from different arrays to the same source in a far-field
conditionwith concurrent sources. Experimental results have
shown that this approach can be a solution for a multisource
localization that requires a frame-to-frame analysis, that is,
in those cases in which the traditional filtering approach can
not be applied. An evaluation of the system in a real scenario
is reported, installing a hardware/software prototype on the
roof of the University building and analyzing the results
comparing three types of beamforming and four functions
for the SD estimation. The interest in locating in a far-field
outdoor context may be attractive for audio surveillance,
sound monitoring, and the analysis of acoustic scenes. The
ISPC is successfully used in a joint audio-video system for
monitoring a large area. The best performances are obtained
withRMSSDmeasure on frequency range between 20Hz and
the spatial aliasing frequency limit. We achieved a success
rate of 90.1% using MVDR beamforming. We showed the
limitation of the proposed algorithm in case of sources that
have a similar spectral content.
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[59] D. Salvati, A. Rodà, S. Canazza, and G. L. Foresti, “Multiple
acoustic sources localization using incident signal power com-
parison,” in Proceedings of the 8th IEEE International Conference

on Advanced Video and Signal Based Surveillance (AVSS ’11), pp.
77–82, Klagenfurt, Austria, September 2011.

[60] H.Cox, R. Zeskind, andM.Owen, “Robust adaptive beamform-
ing,” IEEE Transactions on Acoustics, Speech and Signal Pro-
cessing, vol. 35, no. 10, pp. 1365–1376, 1987.

[61] B. D. Carlson, “Covariance matrix estimation errors and diago-
nal loading in adaptive arrays,” IEEE Transactions on Aerospace
and Electronic Systems, vol. 24, no. 4, pp. 397–401, 1988.

[62] J. Dmochowski, J. Benesty, and S. Affès, “On spatial aliasing in
microphone arrays,” IEEETransactions on Signal Processing, vol.
57, no. 4, pp. 1383–1395, 2009.

[63] B. V. Veen and K. M. Buckley, “Beamforming: a versatile
approach to spatial filtering,” IEEE ASSP Magazine, vol. 5, no.
2, pp. 4–24, 1988.

[64] Q.-H.Huang,Q. Zhong, andQ.-L. Zhuang, “Source localization
with minimum variance distortionless response for spherical
microphone arrays,” Journal of Shanghai University, vol. 15, no.
1, pp. 21–25, 2011.

[65] J. Makhoul, “Linear prediction: a tutorial review,” Proceedings of
the IEEE, vol. 63, no. 4, pp. 561–580, 1975.

[66] R. J. McAulay, “Maximum likelihood spectral estimation and its
application to narrow-band speech coding,” IEEE Transactions
on Acoustics, Speech, and Signal Processing, vol. 32, no. 2, pp.
243–251, 1984.

[67] L. L. Pfeifer, “Inverse filter for speaker identification ,” RADC
TR-74-214, Speech Communications Research Lab Inc, Santa
Barbara, Calif, USA, 1974.

[68] J. A. H. Gray Jr. and J. D. Markel, “Distance measures for speech
processing,” IEEE Transactions on Acoustics, Speech and Signal
Processing, vol. 24, no. 5, pp. 380–391, 1976.



Research Article
Improved Guided Image Fusion for Magnetic Resonance and
Computed Tomography Imaging

Amina Jameel,1 Abdul Ghafoor,1 and Muhammad Mohsin Riaz2

1 Department of Electrical Engineering, College of Signals, National University of Sciences and Technology (NUST),
Islamabad 46000, Pakistan

2 Center for Advanced Studies in Telecommunication (CAST), COMSATS Institute of Information Technology, Islamabad, Pakistan

Correspondence should be addressed to Abdul Ghafoor; abdulghafoor-mcs@nust.edu.pk

Received 6 August 2013; Accepted 15 December 2013; Published 13 February 2014

Academic Editors: S. Bourennane and J. Marot

Copyright © 2014 Amina Jameel et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Improved guided image fusion for magnetic resonance and computed tomography imaging is proposed. Existing guided filtering
scheme uses Gaussian filter and two-level weight maps due to which the scheme has limited performance for images having noise.
Different modifications in filter (based on linear minimum mean square error estimator) and weight maps (with different levels)
are proposed to overcome these limitations. Simulation results based on visual and quantitative analysis show the significance of
proposed scheme.

1. Introduction

Medical images from different modalities reflect different
levels of information (tissues, bones, etc.). A single modality
cannot provide comprehensive and accurate information [1,
2]. For instance, structural images obtained from magnetic
resonance (MR) imaging, computed tomography (CT), and
ultrasonography, and so forth, provide high-resolution and
anatomical information [1, 3]. On the other hand, functional
images obtained from position emission tomography (PET),
single-photon emission computed tomography (SPECT), and
functional MR imaging, and so forth, provide low-spatial
resolution and functional information [3, 4]. More precisely,
CT imaging provides better information ondenser tissuewith
less distortion. MR images have more distortion but can pro-
vide information on soft tissue [5, 6]. For blood flow andflood
activity analysis, PET is used which provide low space resolu-
tion. Therefore, combining anatomical and functional medi-
cal images through image fusion to extract muchmore useful
information is desirable [5, 6]. Fusion of CT/MR images
combines anatomical and physiological characteristics of
human body. Similarly fusion of PET/CT is helpful for tumor
activity analysis [7].

Image fusion is performed on pixels, features, and deci-
sion levels [8–10]. Pixel-level methods fuse at each pixel and
hence reserve most of the information [11]. Feature-level
methods extract features from source images (such as edges
or regions) and combine them into a single concatenated
feature vector [12, 13]. Decision-level fusion [11, 14] comprises
sensor information fusion, after the image has been processed
by each sensor and some useful information has been
extracted out of it.

Pixel-level methods include addition, subtraction, divi-
sion,multiplication,minimum,maximum,median, and rank
as well as more complicated operators like Markov random
field and expectation-maximization algorithm [15]. Besides
these, pixel level also includes statistical methods (principal
component analysis (PCA), linear discriminant analysis,
independent component analysis, canonical correlation anal-
ysis, and nonnegative matrix factorization). Multiscale trans-
forms like pyramids and wavelets are also types of pixel-
level fusion [11, 14]. Feature-level methods include feature
based PCA [12, 13], segment fusion [13], edge fusion [13], and
contour fusion [16].They are usually robust to noise andmis-
registration. Weighted decision methods (voting techniques)
[17], classical inference [17], Bayesian inference [17], and
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Dempster-Shafer method [17] are examples of decision-level
fusion methods. These methods are application dependent;
hence, they cannot be used generally [18].

Multiscale decomposition based medical image fusion
decompose the input images into different levels. These
include pyramid decomposition (Laplacian [19], morpholog-
ical [20], and gradient [21]); discrete wavelet transform [22];
stationary wavelet transform [23]; redundant wavelet trans-
form [24]; and dual-tree complex wavelet transform [25].
These schemes produce blocking effects because the decom-
position process is not accompanied by any spatial orienta-
tion selectivity.

To overcome the limitations, multiscale geometric anal-
ysis methods were introduced for medical image fusion.
Curvelet transform based fusion of CT and MR images [26]
does not provide a proper multiresolution representation of
the geometry (as curvelet transform is not built directly in
the discrete domain) [27]. Contourlet transform based fusion
improves the contrast, but shift-invariance is lost due to
subsampling [27, 28]. Nonsubsampled contourlet transform
with a variable weight for fusion of MR and SPECT images
has large computational time and complexity [27, 29].

Recently, guided filter fusion (GFF) [30] is used to
preserve edges and avoid blurring effects in the fused image.
Guided filter is an edge-preserving filter and its computa-
tional time is also independent of filter size. However, the
method provides limited performance for noisy images due
to the use of Gaussian filter and two-level weight maps. An
improved guided image fusion for MR and CT imaging is
proposed to overcome these limitations. Simulation results
based on visual and quantitative analysis show the signifi-
cance of proposed scheme.

2. Preliminaries

In this section, we briefly discuss the methodology of GFF
[30]. The main steps of the GFF method are filtering (to
obtain the two-scale representation), weight maps construc-
tion, and fusion of base and detail layers (using guided
filtering and weighted average method).

Let 𝐹 be the fused image obtained by combining input
images𝐴 and 𝐵 of same sizes (𝑀×𝑁). The base (𝐼

11
and 𝐼
12
)

and detail (𝐼
21
and 𝐼
22
) layers of source images are

[
𝐼
11

𝐼
12

𝐼
21

𝐼
22

] = [
𝐴 ∗ 𝑓 𝐵 ∗ 𝑓

𝐴 − 𝐴 ∗ 𝑓 𝐵 − 𝐵 ∗ 𝑓
] , (1)

where𝑓 is the average filter.The base and detail layers contain
large- and small-scale variations, respectively. The saliency
images are obtained by convolving 𝐴 and 𝐵 and with a
Laplacian filter ℎ followed by a Gaussian filter 𝑔; that is,

[
𝑆
1

𝑆
2

] = [
|𝐴 ∗ ℎ| ∗ 𝑔

|𝐵 ∗ ℎ| ∗ 𝑔
] . (2)

The weight maps 𝑃
1
and 𝑃

2
are

[
𝑃
1

𝑃
2

] = [
𝜉 (𝑆
1
, 𝑆
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)

𝜉 (𝑆
2
, 𝑆
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)
] , (3)

where 𝜉(𝑆
1
, 𝑆
2
) is a function with value 1 for 𝑆
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(𝑚, 𝑛) ≥

𝑆
2
(𝑚, 𝑛) and value 0 for 𝑆
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2
, 𝑆
1
)). 𝑆
1
(𝑚, 𝑛) and 𝑆

2
(𝑚, 𝑛) are the saliency values for

(𝑚, 𝑛) pixel in 𝐴 and 𝐵, respectively.
Guided image filtering is performed to obtain the refined
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where 𝑟
1
, 𝜖
1
, 𝑟
2
, and 𝜖

2
are the parameters of the guided filter

𝑊
11
and𝑊

21
and𝑊

12
and𝑊

22
are the base layer and the detail

layer weight maps.
The fused image 𝐹 is obtained by weighted averaging of

the corresponding layers; that is,

𝐹 =

2
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1
=1

2

∑
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𝑊
𝑖
1
𝑖
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𝐼
𝑖
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. (5)

The major limitations of GFF [30] scheme are summa-
rized as follows.

(1) The Gaussian filter from (2) is not suitable for Rician
noise removal. Thus, the algorithm has limited per-
formance for noisy images. Hence filter of (2) needs
to be modified to incorporate noise effects.

(2) The weight maps 𝑃
1
and 𝑃
2
from (3) can be improved

by defining more levels. The main issue with binary
assignment (0 and 1) is that when the saliency values
are approximately equal, the effect of one value is
totally discarded, which results in degraded fused
image.

3. Proposed Methodology

The proposed scheme follows the methodology of GFF [30]
with necessary modifications to incorporate the above listed
limitations. This section first discusses the modification pro-
posed due to noise artifacts and then the improved weight
maps are presented.

3.1. Improved Saliency Maps. The acquired medical images
are usually of low quality (due to artifacts), which degrade
the performance (both in terms of human visualization and
quantitative analysis).

Beside other artifacts, MR images often contain Rician
Noise (RN) which causes randomfluctuations in the data and
reduces image contrast [31]. RN is generated when real and
imaginary parts of MR data are corrupted with zero-mean,
equal variance uncorrelated Gaussian noise [32]. RN is a
nonzeromean noise. Note that the noise distribution tends to
Rayleigh distribution in low intensity regions and to a
Gaussian distribution in regions of high intensity of the
magnitude image [31, 32].

Let ̇𝐴 = 𝐴 + 𝑁
𝑅
be image obtained using MR imaging

containing Rician noise 𝑁
𝑅
. The CT image 𝐵 has higher

spatial resolution and negligible noise level [33, 34].
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The source images are first decomposed into base ̇𝐼
11
and

𝐼
12
and detail ̇𝐼

21
and 𝐼
22
layers following (1):

[
̇𝐼
11

𝐼
12

̇𝐼
21

𝐼
21

] = [
̇𝐴 ∗ 𝑓 𝐵 ∗ 𝑓

̇𝐴 − ̇𝐴 ∗ 𝑓 𝐵 − 𝐵 ∗ 𝑓
] . (6)

̇𝐼
11
and ̇𝐼
21
have an added noise term compared to (1). Linear

minimum mean square error estimator (LMMSE) is used
instead of Gaussian filter for minimizing RN, consequently
improving fused image quality.

The saliency maps ̇𝑆
1
and ̇𝑆

2
are thus computed by

applying the LMMSE based filter 𝑞 and following (2):

[
̇𝑆
1

̇𝑆
2

] = [
|𝐴 ∗ ℎ| ∗ 𝑞 +

󵄨󵄨󵄨󵄨𝑁𝑅 ∗ ℎ
󵄨󵄨󵄨󵄨 ∗ 𝑞

|𝐵 ∗ ℎ| ∗ 𝑞
] . (7)

The main purpose of 𝑞 is to make the extra term𝑁
𝑅
∗ ℎ as in

̇𝑆
1
small as possible while enhancing the image details.

3.2. Improved Weight Maps. The saliency maps are linked
with detail information in the image. The main issue with 0
and 1 weight assignments arises in GFF [30] when different
images have approximately equal saliency values. In such
cases, one value is totally discarded. For noisy MR images,
the saliency value may be higher at a pixel due to noise; in
that case it will assign value 1 (which is not desirable). An
appropriate solution is to define a range of values for weight
maps construction.

Let Δ
𝐴𝐵
= 𝑆
1
(𝑚, 𝑛) − 𝑆

2
(𝑚, 𝑛), and 𝑆

1
(𝑚, 𝑛) ≥ 𝑆

2
(𝑚, 𝑛),
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1
(𝑚, 𝑛) =

{{{{{{{{

{{{{{{{{

{

1 if Δ
𝐴𝐵
≥ 0.3

0.8 if Δ
𝐴𝐵
≥ 0.25

0.7 if Δ
𝐴𝐵
≥ 0.2

0.6 if Δ
𝐴𝐵
≥ 0.15

0 otherwise.

(8)

Let Δ
𝐵𝐴
= 𝑆
2
(𝑚, 𝑛) − 𝑆

1
(𝑚, 𝑛), and 𝑆

2
(𝑚, 𝑛) ≥ 𝑆

1
(𝑚, 𝑛),

̇𝑃
2
(𝑚, 𝑛) =

{{{{{{{{

{{{{{{{{

{

1 if Δ
𝐵𝐴
≥ 0.3

0.8 if Δ
𝐵𝐴
≥ 0.25

0.7 if Δ
𝐵𝐴
≥ 0.2

0.6 if Δ
𝐵𝐴
≥ 0.15

0 otherwise.

(9)

These values are selected empirically and may be further
adjusted to improve results. Figures 1(a) and 1(b) show CT
and noisyMR images, respectively. Figures 1(c)–1(f) show the
results of applying different weights. The information in the
upper portion of the fused image increases as more levels are
added to the weight maps.

The weight maps are passed through guided filter to
obtain𝑊

11
,𝑊
21
,𝑊
12
, and𝑊

22
. Finally the fused image ̇𝐹 is

̇𝐹 =

2

∑

𝑖
1
=1

2

∑

𝑖
2
=1

𝑊
𝑖
1
𝑖
2

̇𝐼
𝑖
2
𝑖
1

. (10)

LMMSE based filter reduces the Rician noise and the
more levels of weight maps ensure that more information
is transferred to the fused image. The incorporation of the
LMMSE based filter and a range of weight map values makes
the proposed method suitable for noisy images.

4. Results and Analysis

The proposed method is tested on several pairs of source
(MR and CT) images. For quantitative evaluation, different
measures including mutual information (MI) [35] measure
𝜁MI, structural similarity (SSIM) [36] measure 𝜁SSIM, Xydeas
and Petrović’s [37] measure 𝜁XP, Zhao et al.’s [38] measure
𝜁Z, Piella and Heijmans’s [39] measures 𝜁PH

1

and 𝜁PH
2

, and
visual information fidelity fusion (VIFF) [40]metric 𝜁VIFF are
considered.

4.1. MI Measure. MI is a statistical measure which provides
the degree of dependencies in different images. Large value
of MI implies better quality and vice versa [11, 33, 35]:

𝜁MI = 2
[

[

1
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𝐴
+ 𝐻
𝐹
)
∑

𝑎,𝑓
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𝐵
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)
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(𝑏, 𝑓) log
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𝐵𝐹
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(𝑏) 𝑃
𝐹
(𝑓)

]

]

,

(11)

where𝐻
𝐴
,𝐻
𝐵
, and𝐻

𝐹
are the entropies of𝐴,𝐵, and𝐹 images,

respectively.𝑃
𝐴𝐹

is the jointly normalized histogram of𝐴 and
𝐹, 𝑃
𝐵𝐹

is the jointly normalized histogram of 𝐵 and 𝐹, and 𝑃
𝐴
,

𝑃
𝐵
, and 𝑃

𝐹
are the normalized histograms of 𝐴, 𝐵, and 𝐹,

respectively.

4.2. SSIM [36] Measure. SSIM [36] measure is defined as

𝜁SSIM (𝐴, 𝐵, 𝐹)

=

{{{{{{

{{{{{{

{

𝜆
𝑤
𝜁SSIM (𝐴𝑤, 𝐹𝑤) + (1 − 𝜆𝑤) 𝜁SSIM (𝐵𝑤, 𝐹𝑤)

if 𝜁SSIM (𝐴𝑤, 𝐵𝑤 | 𝑤) ≥ 0.75

max (𝜁SSIM (𝐴𝑤, 𝐹𝑤) , 𝜁SSIM (𝐵𝑤, 𝐹𝑤))

if 𝜁SSIM (𝐴𝑤, 𝐵𝑤 | 𝑤) < 0.75,

(12)

where 𝑤 is a sliding window and 𝜆(𝑤) is

𝜆
𝑤
=

𝜎
𝐴
𝑤

𝜎
𝐴
𝑤

+ 𝜎
𝐵
𝑤

, (13)

where 𝜎
𝐴
𝑤

and 𝜎
𝐵
𝑤

are the variance of images 𝐴 and 𝐵, res-
pectively.
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(a) (b) (c)

(d) (e) (f)

Figure 1: Weight maps comparison: (a) CT image, (b) noisy MR image, (c) fused image with 3 weight maps, (d) fused image with 4 weight
maps, (e) fused image with 5 weight maps, and (f) fused image with 6 weight maps.

4.3. Xydeas and Petrović’s [37] Measure. Xydeas and Petrović
[37] proposed a metric to evaluate the amount of edge
information, transferred from input images to fused image.
It is calculated as

𝜁XP =
𝑁

∑

𝑚=1

𝑀

∑

𝑛=1

(𝑄
𝐴𝐹

(𝑚, 𝑛) 𝜏
𝐴

(𝑚, 𝑛) + 𝑄
𝐵𝐹

(𝑚, 𝑛) 𝜏
𝐵

(𝑚, 𝑛))

× (

𝑁

∑

𝑚=1

𝑀

∑

𝑛=1

(𝜏
𝐴

(𝑚, 𝑛) + 𝜏
𝐵

(𝑚, 𝑛)))

−1

,

(14)

where𝑄𝐴𝐹 and𝑄𝐵𝐹 are the product of edge strength and ori-
entation preservation values at location (𝑚, 𝑛), respectively.
The weights 𝜏𝐴(𝑚, 𝑛) and 𝜏𝐵(𝑚, 𝑛) reflect the importance of
𝑄
𝐴𝐹

(𝑚, 𝑛) and 𝑄𝐵𝐹(𝑚, 𝑛), respectively.

4.4. Zhao et al.’s [38] Metric. Zhao et al. [38] used the phase
congruency (provides an absolute measure of image feature)
to define an evaluation metric. The larger value of the metric
describes a better fusion result. The metric 𝜁Z is defined as
the geometric product of phase congruency, maximum and
minimummoments, respectively.

4.5. Piella and Heijmans’s [39] Metric. Piella and Heijmans’s
[39] metrics 𝜁

𝑃
1

and 𝜁
𝑃
2

are defined as
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1
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|𝑊|
∑

𝑤∈𝑊
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(15)

where 𝑄
𝑜
(𝐴, 𝐹 | 𝑤) and 𝑄

𝑜
(𝐵, 𝐹 | 𝑤) are the local quality

indexes calculated in a sliding window𝑤 and 𝜆(𝑤) is defined
as in (13). Consider

𝑄
𝑜
(𝐴, 𝐹 | 𝑤) =
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)

, (16)

where 𝐴 is the mean of 𝐴 and 𝜎2
𝐴
and 𝜎

𝐴𝐹
are the variance of

𝐴 and the covariance of 𝐴, 𝐵, respectively. Consider

𝑐
𝑤
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𝑤
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𝑤

]
, (17)
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(a) (b) (c) (d)

Figure 2: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

[t!]
(a) (b) (c) (d)

Figure 3: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

(a) (b) (c) (d)

Figure 4: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

where 𝜎
𝐴
𝑤

and 𝜎
𝐵
𝑤

are the variance of images𝐴 and 𝐵within
the window 𝑤, respectively.

4.6. VIFF [40] Metric. VIFF [40] is a multiresolution image
fusion metric used to assess fusion performance objectively.
It has four stages. (1) Source and fused images are filtered and
divided into blocks. (2) Visual information is evaluated with
and without distortion information in each block. (3) The
VIFF of each subband is calculated and the overall quality
measure is determined by weighing (of VIFF at different
subbands).

Figure 2 shows a pair of CT and MR images. It can be
seen that the CT image (Figure 2(a)) provides clear bones
information but no soft tissues information, while in contrast
to CT image theMR image in Figure 2(b) provides soft tissues

information. The fused image must contain both the infor-
mation of bones and soft tissues. The fused image obtained
using proposed scheme in Figure 2(d) shows better results as
compared to fused image obtained byGFF [30] in Figure 2(c).

Figure 3 shows the images of a patient suffering from
cerebral toxoplasmosis [41]. A more comprehensive infor-
mation consisting of both the CT and MR images is the
requirement in clinical diagnosis. The improvement in fused
image using proposed scheme can be observed in Figure 3(d)
compared to image obtained by GFF [30] in Figure 3(c).

Figure 4 shows a pair of CT and MR images of a
woman suffering fromhypertensive encephalopathy [41].The
improvement in fused image using proposed scheme can be
observed in Figure 4(d) compared to image obtained by GFF
[30] in Figure 4(c).
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Table 1: Quantitative analysis of GFF [30] and proposed schemes.

Quantitative
measures

Example 1 Example 2 Example 3 Example 4
GFF [30] Proposed GFF [30] Proposed GFF [30] Proposed GFF [30] Proposed

𝜁MI 0.2958 0.2965 0.4803 0.5198 0.4164 0.4759 0.4994 0.5526
𝜁SSIM 0.3288 0.3540 0.3474 0.3519 0.3130 0.3139 0.2920 0.2940
𝜁XP 0.4034 0.5055 0.4638 0.4678 0.4473 0.4901 0.4498 0.4653
𝜁Z 0.1600 0.1617 0.3489 0.3091 0.2061 0.2193 0.3002 0.2855
𝜁
𝑃1

0.4139 0.4864 0.2730 0.3431 0.2643 0.3247 0.2729 0.3339
𝜁
𝑃2

0.4539 0.7469 0.5188 0.6387 0.6098 0.7453 0.5268 0.6717
𝜁VIFF 0.2561 0.3985 0.1553 0.2968 0.1852 0.3009 0.1842 0.3487

(a) (b) (c) (d)

Figure 5: (a) CT image, (b) noisy MR image, (c) GFF [30] fused image, and (d) proposed fused image.

Figure 5 shows a pair of images containing acute stroke
disease [41]. The improvement in quality of fused image
obtained using proposed scheme can be observed in
Figure 5(d) compared to Figure 5(c) (image obtained by GFF
[30]).

Table 1 shows that proposed scheme provides better
quantitative results in terms of 𝜁MI, 𝜁SSIM, 𝜁XP, 𝜁Z, 𝜁𝑃

1

, 𝜁
𝑃
2

, and
𝜁VIFF as compared to GFF [30] scheme.

5. Conclusions

An improved guided image fusion for MR and CT imaging
is proposed. Different modifications in filter (LMMSE based)
andweightsmaps (with different levels) are proposed to over-
come the limitations of GFF scheme. Simulation results based
on visual and quantitative analysis show the significance of
proposed scheme.
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Face hallucination is one of learning-based super resolution techniques, which is focused on resolution enhancement of facial
images. Though face hallucination is a powerful and useful technique, some detailed high-frequency components cannot be
recovered. It also needs accurate alignment between training samples. In this paper, we propose a high-frequency compensation
framework based on residual images for face hallucination method in order to improve the reconstruction performance. The basic
idea of proposed framework is to reconstruct or estimate a residual image, which can be used to compensate the high-frequency
components of the reconstructed high-resolution image. Three approaches based on our proposed framework are proposed. We
also propose a patch-based alignment-free face hallucination. In the patch-based face hallucination, we first segment facial images
into overlapping patches and construct training patch pairs. For an input low-resolution (LR) image, the overlapping patches
are also used to obtain the corresponding high-resolution (HR) patches by face hallucination. The whole HR image can then be
reconstructed by combining all of the HR patches. Experimental results show that the high-resolution images obtained using our
proposed approaches can improve the quality of those obtained by conventional face hallucinationmethod even if the training data
set is unaligned.

1. Introduction

There is a high demand for high-resolution (HR) images such
as video surveillance, remote sensing, and medical imaging
because high-resolution images can reveal more information
than low-resolution images. However, it is hard to improve
the image resolution by replacing sensors because of the
high cost, hardware physical limits. Super resolution image
reconstruction (SR) is one promising technique to solve the
problem [1, 2]. SR can be broadly classified into two families of
methods: (1) the classicalmultiframe super resolution [2] and
(2) the single-frame super resolution, which is also known as
example-based or learning-based super resolution [3–5]. In
the classical multiimage SR, the HR image is reconstructed
by combining subpixel-aligned multiimages (LR images). In
the learning-based SR, the HR image is reconstructed by
learning correspondence between low and high-resolution
image patches from a database.

Face hallucination is one of learning-based SR techniques
proposed by Baker and Kanade [1, 6], which is focused on

resolution enhancement of facial images. To date, a lot of
algorithms of face hallucinationmethods have been proposed
[7–12]. Though face hallucination is a powerful and useful
technique, some detailed high-frequency components cannot
be recovered. In this paper, we propose a high-frequency
compensation framework based on residual images for face
hallucination method in order to improve the reconstruction
performance. The basic idea of proposed framework is to
reconstruct or estimate a residual image, which can be used
to compensate the high-frequency components of the recon-
structed high-resolution image. Three approaches based on
our proposed framework are proposed. We also propose a
patch-based alignment-free face hallucinationmethod. In the
patch-based face hallucination, we first segment facial images
into overlapping patches and construct training patch pairs.
For an input LR image, the overlapping patches are also used
to obtain the correspondingHRpatches by face hallucination.
ThewholeHR image can then be reconstructed by combining
all of the HR patches.
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Figure 1: Schematic diagram of face hallucination.
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Figure 2: Framework for recovering high-frequency components in face hallucination.

The paper is organized as follows. In Section 2, we
describe the conventional face hallucination method. Our
proposed residual image compensation methods are pre-
sented in Section 3. Our proposed patch-based alignment-
free method is presented in Section 4. Section 5 presents
experimental results and quantitative evaluation. Section 6
summarizes our conclusions.

2. Face Hallucination

The face hallucination method is one of learning-based SR
methods, which is proposed for resolution enhancement of
facial images [6–12]. In this section, we briefly introduce
the basic concept of face hallucination, which is shown in
Figure 1.

The basic idea of face hallucination is that a face image
can be reconstructed from other face images by linear com-
bination because all facial images have a similar structure. In
face hallucination, an input LR image can be represented as a
linear sum of the LR training images along with some learned
coefficients. Due to the correlation between the LR and HR
images in the training dataset, the output HR image can also
be calculated by finding the linear sum of the corresponding
HR images using the same coefficients.

We represent a two-dimensional face image using a
column vector of all pixel values, and X

𝑙
represents the input

LR face image. HR training images are denoted by H =
[H
1
,H
2
, . . . ,H

𝑀
], and the corresponding LR training images

are L = [L
1
, L
2
, . . . , L

𝑀
], where𝑀 is the number of training

image pairs. First, we interpolate the LR training images
and the input (test) LR image to the resolution space of the
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Figure 3: Proposed super resolution method 1.

HR training images, denoted by L̃ = [L̃
1
, L̃
2
, . . . , L̃

𝑀
] and

X̃
𝑙
, respectively. X̃

𝑙
may be represented by a linear sum of

interpolated training LR images using

X̃
𝑙
= 𝑐
1
L̃
1
+ 𝑐
2
L̃
2
+ ⋅ ⋅ ⋅ + 𝑐

𝑀
L̃
𝑀
, (1)

where C = [𝑐
1
, 𝑐
2
, . . . , 𝑐

𝑀
] are the weight coefficients,

satisfying the following constraint:

𝑐
1
+ 𝑐
2
+ ⋅ ⋅ ⋅ + 𝑐

𝑀
= 1. (2)

The optimal weights can be calculated by minimizing the
error in reconstructing the input LR image X̃

𝑙
from training

LR images. This error is defined in (3). After substitution
of the constraints in (2) into (3), the weight vector may be
obtained using covariance matrix S in (4). So,

𝜀 (C) = 󵄨󵄨󵄨󵄨󵄨Xℎ − X̃
󵄨󵄨󵄨󵄨󵄨

2

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

X
ℎ
−

𝑀

∑

𝑖=1

𝑐
𝑖
L̃
𝑖

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

, (3)

C = S−11
1𝑇S−11
, (S = (X̃

𝑙
1
𝑇

− L̃)
𝑇

(X̃
𝑙
1
𝑇

− L̃)) . (4)

After obtaining the coefficients for reconstructing the
input LR image with LR training images as given in (1), we

replace L̃withH using the same coefficients C. Subsequently,
the HR image X

ℎ
can be obtained using

X
ℎ
= 𝑐
1
H
1
+ 𝑐
2
H
2
+ ⋅ ⋅ ⋅ + 𝑐

𝑀
H
𝑀
. (5)

3. High Frequency Compensations Using
Residual Images

Though face hallucination is a powerful and useful tech-
nique, some detailed high-frequency components cannot
be recovered. In this paper, we propose a high-frequency
compensation framework based on residual images for face
hallucination method in order to improve the reconstruction
performance. The basic idea of proposed framework is to
reconstruct or estimate a residual image, which can be
used to compensate the high-frequency components of the
reconstructed high-resolution image as shown in Figure 2.

In order to estimate the residual image, we construct a
new residual image database (pairs of LR and HR residual
images) in addition to existing image database (pairs of
LR and HR images) for training. The construction of the
residual image database is shown in Figure 3.The HR and LR
training image pairs [H

1
,H
2
, . . . ,H

𝑀
] and [L

1
, L
2
, . . . , L

𝑀
]

already exist in conventional face hallucination. With con-
ventional face hallucination, for each LR training image L,
the other 𝑀 − 1 training image pairs are used to obtain
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Figure 4: Proposed super resolution method 2.

the approximated HR image Ĥ. The HR training residual
image is the difference between the original HR image and
the reconstructed HR image Ĥ, while the LR residual image
is the difference between the original LR image and the
downsampled version of the reconstructed HR image.

With the two training pair databases, three approaches
are proposed for high frequency compensation.

3.1. Proposed Method 1. The first approach is shown in
Figure 3. We first use the conventional interpolation method
to obtain an HR image and calculate the LR residual image
between the input LR image and the downsampled recon-
structed HR image. Then we reconstruct the HR residual
image from the LR residual image using training residual
image pairs. Finally we merge the HR residual and the
interpolated HR images.

3.2. Proposed Method 2. The second approach is shown in
Figure 4. We first use the conventional face hallucination
method to obtain an HR image and calculate the LR residual
image between the input LR image and the downsampled
reconstructed HR image. Then we reconstruct the HR resid-
ual image from the LR residual image using training residual

image pairs. Finally we merge the HR residual and the
reconstructed HR images.

3.3. Proposed Method 3. The third approach is shown in
Figure 5. We first use our proposed SR method 1 to obtain
an HR image and calculate the LR residual image between
the input LR image and the downsampled reconstructed HR
image. Then we reconstruct the HR residual image from the
LR residual image using training residual image pairs. Finally
we merge the HR residual and the reconstructed HR images.

4. Alignment-Free Patch-Based
Face Hallucination

In the conventional face hallucination (Figure 6(a)), whole
face image is used in training and SR reconstruction. Each
pixel is reconstructed by the use of the corresponding
pixel pairs at the same position. So the conventional face
hallucination needs an accurate alignment of facial images
in order to obtain good reconstructed HR images. With
some imperfectly aligned facial datasets, it is difficult to
reconstruct sharp HR images using face hallucination. In this
paper, we propose a patch-based face hallucination.The basic
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idea of our proposed method is shown in Figure 6(b). In
our proposed alignment-free patch-based face hallucination,
we first segment facial images into overlapping patches and
construct training patch pairs. For reconstruction of HR
image, each overlapping patch in the input LR image is used
as a template and its corresponding patches in LR training
images are found by the use of an SSD (sum of squared
difference) based templatematching.Then itsHR patches can
be obtained by face hallucination. The whole HR image can
be reconstructed by combining all of the HR patches.

5. Experimental Results

In order to validate the effectiveness of our proposed meth-
ods, we apply our proposed methods to two face databases.
The first one is our developed MaVIC database (multiangle
View, illumination and cosmetic facial image database) [13],
which contains 99 aligned images of different persons and
the size of each image is 320 × 400. The second one is
C&P database provided by Kanade et al. [14] and Pie [11],
which contains 165 imperfectly aligned frontal face images,
and each image size is 264 × 320. We first generate the LR
and HR image pairs by downsampling the original images.
The size of LR images is 50 × 61, while the size of HR
images is 200 × 244. The leave-one-out method is used in
our experiments. In each database, we select one LR image

randomly as a test image and its HR image is used as a ground
truth image for quantitative evaluation. Other image pairs are
used for training. Our proposed three methods are used for
HR reconstruction of the LR test image. In order to make
a comparison, the conventional face hallucination method
and the bicubic interpolation method are also used for
reconstructions. For each method, a total of 20 experiments
with a different test image are performed.The peak signal-to-
noise ratio (PSNR) [dB] is used as a quantitative measure for
evaluation of the HR reconstruction performance. For C&P’s
imperfectly aligned facial datasets, our proposed patch face
hallucination method is used with a patch size of 3 × 3 and a
1 × 1 patch that overlaps with adjacent patches.

Firstly, we show experimental results with the aligned face
database MaVIC. A typical example is shown in Figure 7.
The test LR image, which is not included in the training
samples, is shown in the upper left of Figure 7. The grand
truth HR image is shown in the lower right of Figure 7.
Others are reconstructed HR images with their PSNR by
different methods. It can be seen that the reconstructed high-
resolution images obtained using our proposed approaches
are much better than those obtained by conventional face
hallucination method and bicubic interpolation method and
the proposed method 3 shows the best performance among
three proposed methods. Similar results have also been
obtained with other test images. PSNR evaluation results for
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Figure 6: (a) Conventional face hallucination, (b) our proposed alignment-free patch-based face hallucination.

43.9991dB 30.9475dB

41.1294dB

(ground truth)

33.8419 dB 37.5579dB
Proposed SR 1 Proposed SR 2

Proposed SR 3 Bicubic

LR image

Conventional SR

HR image

50 × 61 pixel

200 × 224  pixel

Figure 7: Typical reconstructed images for an aligned face image database (MaVIC).
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Figure 9: Typical reconstructed images for a nonaligned face image database (C&P).

all test images are shown in Figure 8. The image shown in
Figure 7 is corresponding to image no. 20. The mean and
standard deviation over 20 experiments for each method are
summarized in Table 1. It can be seen that the averaged PSNR
with bicubic interpolation is about 31.16. The averaged PNSR
can be improved to 34.35 [dB] by the use of conventional
face hallucination. Significant improvements can be achieved
by our proposed high-frequency compensationmethods.The
proposedmethod 3 shows the best performance among three
proposed methods. The averaged PSNR is improved to 44.17
[dB].

Table 1: Comparison of the averaged PSNR for an aligned face
database (MaVIC).

Method Conventional
SR [10]

Proposed
SR 1

Proposed
SR 2

Proposed
SR 3 Bicubic

Mean 34.35 38.18 41.74 44.17 31.16
Stv. 0.81 0.72 1.18 0.60 0.45

Next, we show experimental results with the unaligned
face database (C&P). Unlike experiments with MaVIC, our
proposed patch-based method is used for reconstruction of
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Table 2: Comparison of the averaged PSNR for a nonaligned face image database (C&P).

Methods Conventional
SR [10]

Conventional
SR + patch

Proposed
SR 1 + patch

Proposed
SR 2 + patch

Proposed
SR 3 + patch Bicubic

Mean 20.42 31.21 32.49 32.19 32.96 30.86
Stv. 1.03 1.54 1.60 1.50 1.58 1.37

HR images. A typical example is shown in Figure 9. The test
LR image, which is not included in the training samples,
is shown in the upper left of Figure 9. The grand truth
HR image is shown in the lower right of Figure 9. Others
are reconstructed HR images with their PSNR by different
methods. PSNR evaluation results for all test images are
shown in Figure 10. The image shown in Figure 9 is corre-
sponding to image no. 20. The mean and standard deviation
over 20 experiments for each method are summarized in
Table 2. As we discussed in previous section, conventional
face hallucination needs an accurate alignment of facial
images in order to obtain good reconstructed HR images.
For the unaligned face database C&P (usually existing face
databases are not aligned), the conventional SR method,
which uses whole face image for super resolution, gives a
very poor result, while if we use our proposed patch-based
framework, we can significantly improve the reconstructed
HR image even with the conventional face hallucination
method. The averaged PSNR can be improved from 20.42
[dB] to 31.21 [dB]. It means that our proposed method is
an alignment-free SR method. Furthermore, the HR image
with higher quality can be achieved by our proposed high-
frequency compensation methods. As well as the results with
MaVIC, the proposed method 3 shows the best performance
among three proposed methods. The averaged PSNR is
improved to 32.96 [dB]. Though smaller patch size may
improve the quality of reconstructed HR images, it will
increase the computation cost. Optimum patch size depends
on the purpose and applications.

6. Conclusions

We proposed a residual image compensation framework
together with a patch-based alignment-free method to im-
prove the reconstruction quality for face hallucination. The
basic idea of our proposed residual image compensation
framework was to reconstruct or estimate a residual image,
which can be used to compensate the high-frequency com-
ponents of the reconstructed high-resolution image. Three
approaches based on our proposed framework were pro-
posed. In the patch-based alignment-free face hallucination,
we first segmented facial images into overlapping patches and
constructed training patch pairs. For an input LR image, the
overlapping patches are also used to obtain the corresponding
HR patches by face hallucination. The whole HR image
can then be reconstructed by combining all of the HR
patches. The effectiveness of our proposed methods has been
demonstrated on both the aligned face database (MaVIC) and
the unaligned face database (C&P). The reconstructed high-
resolution images obtained using our proposed approaches
are much better than those obtained by conventional face
hallucination method and bicubic interpolation method.The
averaged PSNR of reconstructed HR images was improved
from 34.35 [db] to 44.17 [dB] for the aligned face database
(MaVIC) and from 20.42 [dB] to 32.40 [dB] for the unaligned
face database (C&P).The proposed high-frequency compen-
sation method 3 shows the best performance among three
proposed approaches.
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The difficulty of small infrared target detection originates from the variations of infrared signatures. This paper presents the
fundamental physics of infrared target variations and reports the results of variation analysis of infrared images acquired using
a long wave infrared camera over a 24-hour period for different types of backgrounds.The detection parameters, such as signal-to-
clutter ratio were compared according to the recording time, temperature and humidity. Through variation analysis, robust target
detection methodologies are derived by controlling thresholds and designing a temporal contrast filter to achieve high detection
rate and low false alarm rate. Experimental results validate the robustness of the proposed scheme by applying it to the synthetic
and real infrared sequences.

1. Introduction

Small infrared target detection is important for a range
of military applications, such as infrared search and track
(IRST) and active protection system (APS). In particular, an
APS is a system designed to protect tanks from guidedmissile
or rocket attack by a physical counterattack, as shown in
Figure 1. An antitank missile, such as high explosive antitank
(HEAT), should be detected at a distance of at least 1 km and
tracked for active protection using RADAR and infrared (IR)
cameras. Although RADAR and IR can complement each
other, this study focused on the IR sensor-based approach
because it can provide a high resolution angle of arrival
(AOA) and detect high temperature targets.

IR sensors are inherently passive systems and do not
have all weather capability. In addition, IR images show
severe variations according to background, time, tempera-
ture, and humidity, whichmakes the target detection difficult.
The use of adaptive IR sensor management techniques can
enhance the target detection performance. On the other
hand, few studies have analyzed the IR variations in terms
of small target detection using the data collected over a

24-hour period. In 2006, Jacobs summarized the basics of
radiation, atmospheric parameters, and infrared signature
characterization [1]. He measured the thermal variations
in various environments. Recently, the TNO research team
characterized small surface targets in coastal environments
[2–4]. In 2007, the TNO team introduced the measurement
environment and examined the target contrast and contrast
features of a number of small sea surface vessels [2]. The
analysis revealed a variation in contrast due to changes in
solar illumination, temperature cooling by wind and sun-
glint. In 2008, the team analyzed the variations in the vertical
profile radiance and clutter in a coastal environment [3].
Based on the analysis, a Maritime Infrared Background Sim-
ulator (MIBS) background simulation was performed under
these measurement conditions. They can predict clutter in
coastal background accurately. In 2009, they extended the IR-
based analysis to visible cameras, hyperspectral cameras, and
polarization filters to validate the contrast and clutter model
[4].

The first contribution of this paper is IR variation analysis
in terms of small target detection. The second contribution
is the acquisition of 24-hour IR data in winter and spring.
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Figure 1: IR-based target detection and tracking in active protection system (APS).

The third contribution is variation analysis for different
backgrounds. The fourth contribution is the proposition of
robust small target detection based on the variation analysis.
Section 2 characterize the infrared signature and presents the
sources of infrared variations. Section 3 explains the target
detection parameters and variation measurement results
including the details of the IR variability in different back-
ground, time, temperature, and humidity. Section 4 proposes
small target detection methods to overcome the target sig-
nature variations. Section 5 presents the experimental results
for synthetic and real test sequences. Section 6 discusses the
analysis results and concludes the paper.

2. Characterization of Infrared Target
Signature and Variation

2.1. PhysicalModeling of Infrared Target Signature. In general,
IR target images are obtained by the process of IR radiation
contrast, attenuation by atmospheric transmittance, photon
to voltage conversion in the IR sensor, and analog-to-digital
conversion (ADC), as shown in Figure 2. The temperature
contrast between the target and background is radiated and
propagated in the air. The radiation contrast is attenuated
by atmospheric effects, such as absorption, emission, and
scattering of H

2
O and CO

2
.

Objects with temperatures higher than 0K radiate ther-
mal energy, and such energy differences create voltage dif-
ferences in thermal detectors. Most target detection algo-
rithms use the difference information between target and

background energy. Based on such basic radiation theory,
we can predict relative target digital signal levels given
the information of thermal radiation intensity difference
between the target and background by carefullymodeling the
energy transformation processes.Modeling procedures are as
follows. First, we input a thermal radiant intensity difference
between the target and background. Second, we calculate
atmospheric transmissivity. Third, we calculate the number
of photons in front of the sensors. Fourth, we calculate the
voltage levels at a detector. Finally, we obtain gray levels or
digital counts after analog-to-digital (A/D) converter.

Since the objective of APS is to detect distant targets as
early as possible, targets can be regarded as point sources.
Therefore, we use the output voltage model in the thermal
detector as the following equation [5]:

Δ𝑉pnt = 𝐺∫

𝜆
2

𝜆
1

𝑅
𝑑
(𝜆)

𝐼 (𝜆, Δ𝑇)𝐴
0

𝑅2
⋅ PVF

⋅ 𝜏
𝑂
(𝜆) ⋅ 𝑇atm (𝜆) 𝑑𝜆,

(1)

where 𝐼(𝜆, Δ𝑇) [watt/sr 𝜇m] denotes radiant intensity at
wavelength (𝜆) when the temperature difference is Δ𝑇. 𝑅 [m]
represents the distance between the IR camera and a target.
These two parameters should be provided by users. Δ𝑉pnt
means voltage difference produced by target region and
background region in a thermal detector. 𝑇atm(𝜆) denotes
atmospheric transmissivity that is defined as a ratio (the
fraction or percent of a particular frequency or wavelength
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Figure 2: IR target imaging process and sources of IR variations.

of electromagnetic radiation that passes through a medium
without being absorbed or reflected). 𝐴

0
[m2] represents the

area of entrance aperture of the IR camera. 𝜏
𝑂
(𝜆) represents

the optical transmissivity of the IR camera, which considers
themirrors and lenses. Ideally, the thermal energy of a distant
point target should be gathered in a pixel of a detector. How-
ever, thermal energy of a point target is dispersed (blurred)
due to the diffraction and aberration of the optical system.
PVF (point visibility factor) can model such phenomenon
quantitatively. So, PVF is defined as the ratio of center pixel
energy over total target energy. 𝜆

1
, 𝜆
2
represent operation

ranges, lower limit, and upper limit of thermal detector.
𝑅
𝑑
(𝜆) denotes detector responsivity versus wavelength. If the

responsivity is available, then we can estimate the output
voltage given infrared intensity. 𝐺 denotes the detector gain.
We usually use radiant intensity Δ𝐼 [watt/ sr] by integrating
𝐼(𝜆, Δ𝑇) with 𝜆

1
∼𝜆
2
. Furthermore, if we use average trans-

missivity, optics transmissivity, and detector responsivity
within wavelength, then (1) is simplified as the following
equation:

Δ𝑉pnt = Δ𝐼 × 𝑇atm ×
𝐴
0

𝑅2
× 𝜏
𝑂
× PVF × 𝑅

𝑑
× 𝐺. (2)

Given radiant intensity (Δ𝐼) of target-background, the
total number of photons is calculated by dividing the radiant
intensity by energy per photon as in the following equation:

Δ𝐸 =
Δ𝐼

ℎ𝑐/𝜆center
, (3)

where ℎ = 6.626 × 10−34 [Js] denotes Plank’s constant, 𝑐 = 3 ×
10
8

[m/s] denotes the speed of light, and 𝜆center = (𝜆1 +𝜆2)/2
means center wavelength.

The responsivity and gain are determined by quantum
efficiency (𝜂

𝑄
), electron charge (𝑞 [C]), integration time

(𝑇
𝑖
[𝑠]), dark current (𝐼dark), and equivalent capacitance (𝐶eq)

in the readout integrated circuit. If we use this information,
then (2) is rewritten as the following equation:

Δ𝑉pnt = (Δ𝐸 × 𝑇atm ×
𝐴
0

𝑅2
× 𝜏
𝑂
× 𝜂
𝑄
× 𝑞 + 𝐼dark)

× PVF × 1

𝐶eq
.

(4)

Since the dark current in a cooled thermal detector is
so small, it can be removed in the above. In addition, the
estimated PVF is reflected by Gaussian filtering in the image
domain. So, the final form for point source is simplified as the
following equation:

Δ𝑉pnt = (Δ𝐸 × 𝑇atm ×
𝐴
0

𝑅2
× 𝜏
𝑂
× 𝜂
𝑄
× 𝑞) ×

1

𝐶eq
. (5)

The atmospheric transmissivity is calculated usingMOD-
erate resolution atmospheric TRANsmission (MODTRAN)
and Beer’s law [6] according to the target distance. In Beer’s
law, atmospheric transmittance is defined as 𝑇atm = 𝑒

−𝛾𝑅,
where 𝜏 denotes attenuation coefficient (km−1). If the target
distance (𝑅) is larger than 20 km then Beer’s law is used.
Otherwise, we use MODTRAN to estimate atmospheric
transmissivity.

Let us assume that a target of Δ𝐼 [watt/sr] is at distance
𝑅 [m]. If the projected target size is smaller than 1 pixel, then
we use (5) to calculate the difference voltage output. Digital
value of difference voltage is obtained as (6) by considering
the bit resolution (𝑚[bit]) in the A/D converter and voltage
dynamic range (Δ𝑉dynamic):

Δ𝐷 =
2
𝑚

Δ𝑉dynamic
⋅ Δ𝑉. (6)

2.2. Sources of Signature Variations. The radiation contrast
between the target and background can be used to target
detection. However, it is challenging problem due to the
dynamic behavior of the radiation contrast (Δ𝐸) and atmo-
spheric transmissivity (𝑇atm). According to Jacobs’s analysis
[1], IR signature variations are generated by the target condi-
tions, environmental variations, and material properties. The
target conditions included exhaust grid/gases, crew compart-
ment heating/cooling, power generator, material properties,
camouflage, target location, and orientation. Because the
targets (HEAT) inAPS are small (length: 1m, diameter: 0.1m)
and only incoming targets are considered, the variations
caused by the target conditions were not considered in
the present study. The environmental variations include the
induced weather (sun, clouds, rain, and snow), atmospheric
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effects on transmission, and the geographical location. In
this study, IR variations caused by 24-hour weather in winter
and spring were considered. The material properties can
be another source of IR variations. Different materials in
different backgrounds exhibit different IR signatures. For
example, there are trees in remote mountains, concrete
buildings in urban areas, soil and grass in near fields, and
air/cloud in the sky. The material properties are related to
the radiation contrast between target and background. Envi-
ronmental weather conditions are related to the atmospheric
transmissivity.

3. Variation Analysis of
Infrared Target Signature

3.1. Basic Parameters of Small Target Detection. In the
infrared small target detection community, background
subtraction-based approaches are well established and
embedded in military systems. In 2011, Kim proposed a
modified mean subtraction filter (M-MSF) and a hysteresis
threshold-based target detection method [7]. As shown
in Figure 3, an input image (𝐼(𝑥, 𝑦)) is pre filtered using
Gaussian coefficients (𝐺

3×3
(𝑥, 𝑦)) to enhance the target

signal and reduce the level of thermal noise according to the
following equation:

𝐼
𝑇
(𝑥, 𝑦) = 𝐼 (𝑥, 𝑦) ∗ 𝐺

3×3
(𝑥, 𝑦) . (7)

The signal-to-clutter ratio (SCR) is defined as (max
target signal − background intensity)/(standard deviation
of background). Simultaneously, the background image
(𝜇
𝐵
(𝑥, 𝑦)) is estimated using a 11 × 11moving average kernel

(MA
11×11

(𝑥, 𝑦)) as the following equation:

𝜇
𝐵
(𝑥, 𝑦) = 𝐼 (𝑥, 𝑦) ∗MA

11×11
(𝑥, 𝑦) . (8)

The pre-filtered image is subtracted from the background
image, which produces a target-background contrast image
(𝐼contrast(𝑥, 𝑦)), as expressed in (9). The modified mean
subtraction filter (M-MSF) can upgrade the conventional
mean subtraction filter (MSF) in terms of false detection:

𝐼contrast (𝑥, 𝑦) = 𝐼𝑇 (𝑥, 𝑦) − 𝜇𝐵 (𝑥, 𝑦) . (9)

The last step of small target detection is how to determine
which pixels correspond to the target pixels. Kim proposed
an adaptive hysteresis thresholding method, as shown in
Figure 3. A contrast threshold (𝑘

1
) is selected to be as low as

possible to locate the candidate target region. The 8-nearest
neighbor (8-NN) based clustering method is then used to
group the detected pixels. The SCR threshold (𝑘

2
) is selected

properly to meet the detection probability and false alarm
rate, as expressed in (10). A probing region is declared as a
target if

SCR (𝑥, 𝑦) =
𝐼
𝑇
(𝑥, 𝑦) − 𝜇

𝐵
(𝑥, 𝑦)

𝜎
𝐵
(𝑥, 𝑦)

> 𝑘
2
, (10)

where 𝜇
𝐵
and 𝜎

𝐵
represent the average and standard devia-

tion of the background region, respectively. 𝑘
2
denotes the

user defined parameter used in the control detection rate
and false alarm rate. A probing region is divided into the
target cell, guard cell, and background cell, according to
the results of contrast thresholding and clustering, as shown
in Figure 4. Therefore, the key parameters of small target
detection are the SCR-related terms, such as the average
background intensity (𝜇

𝐵
), target intensity (𝐼

𝑇
), and standard

deviation of the background (𝜎
𝐵
). In the SCR computation,

the target-background contrast parameter (𝐼
𝑇
− 𝜇
𝐵
) can be

derived from the key parameters, which should be analyzed
according to the IR variations.

3.2. Acquisition of Infrared Images

Measurement Devices. The objective of this study was to
evaluate the small target detection parameters (𝐼

𝑇
, 𝜇
𝐵
, 𝐼
𝑇
−
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Figure 5: Overview of the target and sensor positions.

𝜇B, 𝜎𝐵) over a 24-hour period for a range of backgrounds,
such as the remote mountain, building, near field, and
sky. As shown in Table 1, a LWIR camera, CCD camera,
DSLR camera, thermal target, and IR thermometer were
used to record the target and environmental information.
The FLIR Tau302 can record digital IR data with a 14-bit
resolution. The SONY NEX-VG20 can record visible data
with HD video resolution.The 5DMark II was used to record
the overall experimental status. The BMH-30 is a thermal
target to simulate the plume of an antitank missile. The
normal temperature of the target is approximately 450∘C.
The DT-8865 can measure the temperature of the targets and
backgrounds with the range of −50 to 1000∘C.

Location and Meteorological Data. In APS, the incoming
antitank missiles should be detected at a distance of at
least 1 km and then tracked for the following hard killing
process. Because the focus of this study was to analyze the
effects of the day/night changes on the SCR parameters for
different backgrounds, a small region was selected within
the campus, as shown in Figure 5. The distance between
sensors and a target is around 300m. The sensing point
is selected carefully to include a variety of backgrounds,
such as remote mountains, buildings, near field, and sky.
During the recording, the meteorological measurement data
from Korea Meteorological Administration web site (KMA,
http://web.kma.go.kr) was also checked, as shown in Table 2
(winter) and Table 3 (spring). The tables consist of the
recording time, overall weather, visibility, cloud, temperature,
and relative humidity. In winter, the overall weather was
clear with a temperature and humidity range of−3.0∘C∼4.8∘C
and the humidity range of 14%∼66%. In spring, the overall

weather was cloudy with a temperature and humidity range
of 5.6∘C∼15.4∘C and the humidity range of 27%∼75%.

Based on the measured weather, the atmospheric trans-
mittance can be simulated using theMODTRAN (MODerate
resolution atmospheric TRANsmission, http://modtran5.com/)
program designed to model the atmospheric propagation
of electromagnetic radiation for the 0.2 to 100 𝜇m spectral
range. The simulation parameters were selected, as shown in
Figure 6(a). Figure 6(b) shows the corresponding transmit-
tance according to distance.The transmittance was evaluated
from 100m to 1200m at 100m intervals because small targets
should be detected and tracked at 1200m. The transmittance
at 1200m was 0.76 and increases to 0.95 at 100m. Note that
the transmittance was quite high, so the signal attenuation
could be negligible due to the atmosphere.

Examples of Acquired Images.The recording area was selected
to include sky, mountain, building, and field backgrounds, as
shown in Figure 7, where the locations of a target and cameras
are indicated. Over a 24-hour period, a pair of LWIR and
CCD images was recorded at 1-hour intervals. In LWIR, both
digital 14-bit data and contrast enhanced imagewere acquired
for variability analysis. Figures 8 and 9 give partial examples
of a 24-hour recording in winter and spring, respectively.The
scene temperatures are indicated in the LWIR images and the
recording times are displayed on the CCD images.

3.3. Variability Analysis of Infrared Images

Analysis Factors.The key parameters in small target detection
are the pre-filtered input image (𝐼

𝑇
), estimated background

image (𝜇
𝐵
), standard deviation map (𝜇

𝐵
). The contrast data
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Table 1: Measurement sensors used during 24-hour recording.

Device Model Specification Comment

LWIR camera

FLIR Tau320 Spectral band: 7.5–13.5 𝜇m
FPA: 324 × 256

Output: 14-bit digital
NETD: <50mK

FOV: 18∘× 14∘ (25mm lens)

IR measurement

CCD camera

SONY NEX-VG20 Spectral band: visible
FPA: 16.1M Exmore APS-HD

CMOS
Output: 1920 × 1080, 60 p
FOV: 18–200mm lens

Visible measurement

DSLR camera
5D Mark II Spectral band: visible

FPA: 21.1M CMOS
FOV: 24–70mm F2.8L

Recording
environments

Thermal target

BMH-30
Type: gas heater

Temperature: 450∘C
Diameter: 160mm

Simulating antitank
missile

IR thermometer

DT-8865 Type: IR sensor (8–14𝜇m)
Range: −50∼1000∘C
Resolution: 0.1∘C

Response time < 150ms

Measuring
target/environment

temperature

Table 2: Measured meteorological data of the recording place (winter).

Time Weather Visibility (km) Cloud (1/10) Temperature (∘C) Humidity (%)
2013.01.18.10H Clear 11 0 −2.3 45
2013.01.18.11 H Clear 11 0 −0.6 31
2013.01.18.12H Clear 15 0 1.5 25
2013.01.18.13H Clear 15 0 2.8 18
2013.01.18.14H Clear 18 0 3.9 15
2013.01.18.15H Clear 20 0 4.8 14
2013.01.18.16H Clear 20 0 4.6 14
2013.01.18.17H Clear 20 0 3.6 16
2013.01.18.18H Clear 18 0 2.2 19
2013.01.18.19H Clear 20 0 1.4 22
2013.01.18.20H Clear 20 0 0.6 26
2013.01.18.21H Clear 20 0 0.3 27
2013.01.18.22H Clear 20 0 −0.2 32
2013.01.18.23H Clear 20 0 −1.2 47
2013.01.19.00H Clear 20 0 −1.2 52
2013.01.19.01H Clear 20 0 −1.4 56
2013.01.19.02H Clear 20 0 −1.5 56
2013.01.19.03H Clear 13 0 −2.1 60
2013.01.19.04H Clear 13 0 −2.3 61
2013.01.19.05H Clear 11 0 −2.5 63
2013.01.19.06H Clear 11 0 −2.5 62
2013.01.19.07H Cloudy 11 4 −2.9 65
2013.01.19.08H Cloudy 15 7 −3.0 66
2013.01.19.09H Cloudy 18 8 −2.6 65
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Table 3: Measured meteorological data of the recording place (spring).

Time Weather Visibility (km) Cloud (1/10) Temperature (∘C) Humidity (%)
2013.04.19.11 H Cloudy 23 5 12.8 32
2013.04.19.12H Cloudy 23 3 14.9 29
2013.04.19.13H Cloudy 23 5 14.5 28
2013.04.19.14H Clear 25 2 15.2 28
2013.04.19.15H Clear 25 2 15.4 27
2013.04.19.16H Clear 25 2 14.8 28
2013.04.19.17H Clear 25 4 13.5 30
2013.04.19.18H Cloudy 25 6 12.0 34
2013.04.19.19H Cloudy 23 6 10.3 39
2013.04.19.20H Cloudy 23 6 9.5 41
2013.04.19.21H Cloudy 20 6 9.1 43
2013.04.19.22H Cloudy 20 7 8.8 44
2013.04.19.23H Cloudy 20 7 8.8 44
2013.04.20.00H Cloudy 20 7 8.8 44
2013.04.20.01H Cloudy 20 7 8.8 43
2013.04.20.02H Cloudy 20 7 8.7 43
2013.04.20.03H Cloudy 20 10 8.6 46
2013.04.20.04H Cloudy 20 10 8.5 47
2013.04.20.05H Cloudy 20 10 8.5 48
2013.04.20.06H Cloudy 20 10 8.6 48
2013.04.20.07H Cloudy 20 10 8.5 50
2013.04.20.08H Cloudy 20 10 7.5 60
2013.04.20.09H Rainy 9 10 5.6 75

MODTRAN parameters Value
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Figure 6: MODTRAN simulation of the recording environment: (a) selected MODTRAN parameters, (b) transmittance versus distance.

and SCR values can be derived based on these three key
parameters. Figure 10 shows the flow of the SCR computation
of a test image. The test image was obtained from 14-bit raw
data and the bright spot represents a gas heater (Figure 10(a)).
SNR enhanced image can be obtained by applying a matched

filter to the input image (Figure 10(b)). The background
image can be estimated using a local mean filter with a 11 ×

11 moving average kernel (Figure 10(c)). A contrast image
can be obtained by subtracting the estimated background
image from the pre-filtered input image (Figure 10(d)). A
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Figure 7: Recording area and locations of the target and cameras.

standard deviation map was estimated from the contrast
image (Figure 10(e)). The final SCRmap was generated using
the contrast result and standard deviationmap (Figure 10(e)).

The SCR-related parameters should be analyzed on
different backgrounds because antitank missiles can exist
anywhere. The backgrounds were classified as natural (sky,
remotemountain, near field) and artificial background (man-
made buildings). Figure 11 shows the corresponding regions
indicated by the rectangles. Because this study was interested
in the background variation effects on the SCR values, a fixed
target signal, such as 7317 obtained by averaging the target
intensities, was used. This assumption is reasonable because
the target distance is within 1 km and the signal attenuation
is negligible. For each pixel position ((𝑖, 𝑗)), the mean back-
ground intensity (𝜇

𝐵
(𝑖, 𝑗)), standard deviation (𝜎

𝐵
(𝑖, 𝑗)), and

SCR value (𝑆CR(𝑖, 𝑗)) were calculated. A representative value
for each region was obtained by averaging the corresponding
values.

Variation Analysis Results. The effects of the recording time,
temperature, and humidity on the SCR parameters were ana-
lyzed. From the analysis, the optimal small target detection
time, temperature, and humidity conditions were obtained
for different backgrounds. In addition, the evaluated data
was used to control the detection thresholds to achieve a
predefined detection rate.

In the first inspection, the SCR parameter variations were
analyzed according to the recording time. In winter season,
the recording time started at 10 a.m. and ended at 9 a.m. on
the next day with a 1-hour recording interval. Figure 12(a)
shows the average background intensity (𝜇

𝐵
) variations for

the four types of backgrounds over a 24-hour period. The
background intensities were relatively high during the day
and low during the night. Sky background showed very low
intensity and increased when a cloud appeared (09H). Given

a fixed target intensity, the contrast data can be calculated
as shown in Figure 12(b). The contrast values showed the
lowest value at noon and fluctuated during the night. The
sky background showed the highest contrast all the time.
During the day (10H–15H), the contrast magnitudes were
as follows: sky > mountain > building > near field. During
the night, the order of the changes was sky > near field
> mountain > building. The contrast of the building and
target decreased at night because humans use energy to
warm rooms. The variations in the clutter level can also be
checked using the standard deviation of the background, as
shown in Figure 12(c). According to the graph, the clutter
level increased during the day and decreased during the
night. The standard deviation of the sky background almost
showed the lowest values but increaseswhen a cloud appeared
(03H, 08H). The near field showed strong clutter during the
day and evening. The building background showed almost
constant clutter during the entire day. The clutter level of the
mountain background showed a peak at noon and decreased.
The final SCR versus time curve can be obtained from the
above parameter variations, as shown in Figure 12(d). The
mountain and near field background showed increasing SCR
values according to the time and the building background
showed an almost constant SCR curve. The sky background
represents very high SCRvalues and decreased abruptlywhen
the cloud appeared (03H, 08H). As higher SCR values would
ensure a higher detection rate, the best operating time can be
predicted for each background from the curve.

In spring season, the recording conditions are the same
as the winter season except the starting time (we started at
11 a.m.). Figure 13(a) shows the average background intensity
(𝜇
𝐵
) variations for the four types of backgrounds over a 23-

hour period. The background intensities were relatively high
during the day and low during the night except the sky
background. It showed very low intensity and increasedwhen
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Figure 8: Partial examples of the acquired LWIR and CCD images over 24-hour period in Winter.

a cloud appeared (after 21 h). Given a fixed target intensity, the
contrast data can be calculated as shown in Figure 13(b). The
contrast values showed the lowest value at 15 h and remained
constant during the night. The sky background showed the
highest contrast all the time as the winter case. During the
day (11H–17H), the contrast magnitudes were as follows: sky
>mountain > building > near field. During the night (18H–
08H), the order of the changes was sky > mountain ≥ near
field > building. The contrast of the mountain and near field
shows quite similar values and patterns. The variations in the

clutter level can also be checked using the standard deviation
of the background, as shown in Figure 13(c). According to the
graph, the clutter level is high during the day and decreased
during the night. The order of clutter level during night
was building > mountain > near field > sky. The final SCR
versus time curve can be obtained from the above parameter
variations, as shown in Figure 13(d). The mountain, near
field, and building background showed increasing SCR values
according to the time and the sky background represents very
high SCR values and fluctuated abruptly according to the
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Figure 9: Partial examples of the acquired LWIR and CCD images over 24-hour period in spring.

level of cloud. Note that the SCR of building background was
almost constant in winter and increased in spring during 23
hours.

If we compare both data (winter, spring), we can find
interesting results as shown in Figure 14. Figures 14(a)
and 14(b) represent the temperature and humidity variations
according to time.The temperature increased during day and
decreased during night. Conversely, the humidity decreased
during day and increased during night. The temperature
of spring is higher than that of winter and the humidity
of spring fluctuates less than that of winter. Figures 14(c)–
14(f) compare SCR values between winter and spring for

the mountain region, building region, near field region, and
sky region, respectively. The SCR curves of the mountain
and near field show similar patterns in winter and spring
season. However, the SCR curves of the building region
show different characteristics: almost constant in winter and
increasing pattern in spring. The SCR curves of sky region
show quite random according to the level of cloud.

In addition, the SCR parameter variations were analyzed
according to the temperature. Because the temperatures
were recorded at each recording time, the SCR parameters
were reordered according to the temperature. As shown in
Figures 14(a) and 14(c)–14(f), SCR values of mountain and
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Figure 10: SCR computation flow: (a) registered raw input data (14 bits), (b) SNR enhanced input image, (c) background estimation result,
(d) contrast result, (e) standard deviation estimation, and (f) computed SCR map.

Table 4: Summary of the SCR variations according to the time, temperature, and humidity for various backgrounds.

Background Time (10H-09H) Temperature Humidity
Mountain Increase Decrease Increase
Near field Increase Decrease Increase
Sky High, fluctuating High, fluctuating High, fluctuating
Building (winter) Constant Constant Constant
Building (spring) Increase Decrease Increase
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20130118.1620.txt: registered CEM data
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Figure 11: Analysis regions indicated on the image.

near field increased slightly according to the temperature
decrease. Those of the sky background do not reveal such
phenomena because it is more affected by cloud. Those of
the sky background did not reveal such phenomena because
it is affected more by cloud. The SCR values of the building
background were relatively unaffected by temperature in

winter except spring. From above inspection, small targets
can be detected better when they are cold (night), particularly
in natural backgrounds, such as mountains and near fields.

In the last inspection, the SCR parameter variations
were analyzed according to the humidity. Because relative
humidity was recorded at each recording time, the SCR
parameters could be reordered according to the humidity
level. As shown in Figures 14 (b) and 14(c)–14(f), SCR values
of mountain and near field increased slightly according to
the humidity increase. Those of the sky background did
not reveal such phenomena because it is affected more by
cloud. The SCR values of the building background were
relatively unaffected by the humidity. Table 4 lists the overall
evaluations.

4. Small Target Detection Robust to
Target Signature Variations

Until now, we discussed the variability of infrared signature
in terms of target detection parameter (SCR). A successful
small target detection system should work regardless of
the signature variations. We can consider two kinds of
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Figure 12: Variation analysis of winter according to the recording time: (a) average background versus time, (b) contrast versus time, (c)
standard deviation versus time, and (d) SCR versus time.
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Figure 13: Variation analysis of spring according to the recording time: (a) average background versus time, (b) contrast versus time, (c)
standard deviation versus time, and (d) SCR versus time.
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Figure 14: SCR comparison between winter and spring: (a) mountain, (b) building, (c) near field, and (d) sky.
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Figure 15: Limitations of TVF-based method: (a) ambiguity of target position and subpixel velocity, (b) target missing by the intersection of
TVF and spatial filter.
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Figure 17: Supersonic target detection procedures with results: (a) input sequence, (b) TCF results, and (c) hysteresis threshold detection
results.

overcoming approaches such as knowledge-based adaptive
thresholding and robust detection filtering method.

4.1. Knowledge-BasedThresholding. SCR values change enor-
mously according to recording time, temperature, humidity,
season, background type, and so on. If we have a lot of
databases, we can make a knowledge-based target detection
system using (11) to handle the signature variation. An
adaptive threshold (Th) is determined by a function with
parameters of time (𝜃

𝑡
), temperature (𝜃

𝑐
), humidity (𝜃

ℎ
),

season (𝜃
𝑠
), and background type (𝜃

𝑏
). In fact, such approach

is time consuming and impractical to realize the knowledge
database

SCR (𝑥, 𝑦) > Th (𝜃
𝑡
, 𝜃
𝑐
, 𝜃
ℎ
, 𝜃
𝑠
, 𝜃
𝑏
) . (11)

4.2. Robust Target Detection Filter. Background subtraction-
based small target detection is sensitive to the IR signature
variation and generates a lot of false detections by back-
ground clutter. However, if we use robust target detection

filter, the problem can be mitigated. In the past decades, a
variety of approaches have been developed. Among them, the
temporal variance filter (TVF) of temporal profile has been
used successfully to detect point targets moving at subpixel
velocity [8, 9]. Slowly moving cloud clutter can be removed
by subtracting the connecting line of the stagnation points
(CLSP) [10]. Recently, the CLSP method is approximated
for real time processing [11]. In supersonic missile detection
with high frame rate camera, a detection algorithm should
be simple but powerful performance of detection rate and
localization accuracy to cover a wide range of target velocity
(subpixel to pixel velocity).

Because the TVF-based method detects targets based
on stripe patterns, it shows high detection performance.
However, it has limitations such as the ambiguity of target
position and subpixel velocity assumption as shown in
Figure 15(a). The ambiguity of target position can be solved
by the intersection of TVF and spatial filter, which leads to
low detection performance in background clutter as shown in
Figure 15(b). We solve these three problems by the hysteresis
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Figure 18: Comparative analysis of temporal filters for test sequence
(Set 4): (a) SCR values for input, TCF, and TVF; (b) ISCR values for
TCF and TVF.

threshold-based detection after the temporal contrast filter
(TCF). The TCF can enhance the signatures of moving
target pixels and the hysteresis threshold-based detection can
localize targets accurately.

TCF-Based Supersonic Target Detection System.Theproposed
small target detection system consists of TCF part and detec-
tion part, as shown in Figure 16. The filtering part conducts
the enhancement of target signature by applying the temporal
contrast. If 𝐼(𝑖, 𝑗, 𝑘) denotes the intensity of (𝑖, 𝑗) pixel at the
current 𝑘th frame, the TCF at (𝑖, 𝑗, 𝑘) is defined as (12). We
assume that the buffer size is 𝑘 and 𝑘 − 1 frames are used
to estimate background intensity. The key part of the TCF is
the background signature estimation by the minimum filter

to maximize the signal-to-noise ratio. Because the contrast
is produced by the difference of the current intensity and
previous intensity of a pixel, we can remove the ambiguity of
target location. The rest of the detection system consists of a
hysteresis thresholdingmethod.Thefirst threshold is selected
to be as low as possible in order to find the candidate target
region.Then the 8-nearest neighbor (8-NN) based clustering
method is utilized to group the detected pixels. So, we can
divide a considering region into a target region and a back-
ground region.The adaptive threshold detection is conducted
by using (13) where 𝑇max denotes the maximal TCF in a
target region and 𝜇BG, 𝜎BG represent the average and standard
deviation of the background region, respectively. If the signal-
to-clutter ratio (SCRtemp) is larger than a predefined threshold
𝑡, the current considering region is declared as a detected
target. Figure 17 summarizes the overall detection flow. Note
that a moving target is enhanced by the proposed TCF and
detected by the hysteresis threshold

TCF (𝑖, 𝑗, 𝑘) = 𝐼 (𝑖, 𝑗, 𝑘) − min
𝑛=1,2,...,𝑘−1

𝐼 (𝑖, 𝑗, 𝑛) , (12)

SCRtemp =
𝑇max − 𝜇BG

𝜎BG
. (13)

5. Experimental Results

We use the TVF as a baseline filtering method [8]. Targets
are detected using the same hysteresis thresholding method.
In addition, we compare the TCF with the modified TVF
(modTVF) which uses both TVF and spatial filter (mean
subtraction filter) to localize targets. We prepared two syn-
thetic image sequences and two real target sequences (F-15,
Metis-M) with frame rate of 120Hz. The synthetic sequences
are generated using the physics-based method [12]. A test
target of Mach 3 is inserted in real ground clutter image with
incoming path (Set 1) and passing-by path (Set 2). The first
real sequence consists of four F-15s with dynamic motion
in strong cloud clutter (Set 3). The second real sequence
contains a real antitank missile (Metis-M) incoming near the
IR camera (Set 4, Cedip, LWIR, 120Hz). We evaluated the
proposed method in terms of target detection performance
as well as filtering performance. The filtering performance
can be measured by the improvement of SCR (ISCR) that
is defined as SCRout/SCRin. As shown in Figure 18, the
proposedmethod outperforms the other in terms of ISCR for
the test Set 4. Table 5 summarizes the statistical performance
comparisons of the proposed TCF, TVF, and modTVF in
terms of detection rate and false alarm rate. We use the same
temporal threshold (𝑡 = 7) and buffer size (𝑘 = 5) for fare
comparisons. According to the results, the proposed temporal
filter produces a much higher number of correct detections
and lower localization errors than those of other methods.
Figure 19 shows small moving target detection results of clut-
tered images where the small rectangles represent detection.
As indicated by the arrows, the TVF showed inaccurate target
localizations due to the stripe patterns and themodTVF often
missed true targets in clutter such as cloud edge and ground.
Note the superior detection performance of the TCF-based
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Figure 19: Performance comparison examples of small target detection methods for the four kinds of test sets. Circles represent ground truth
and rectangles represent detected results.

Table 5: Statistical performance comparisons of small infrared target detection methods (DR: detection rate, FAR: number of false alarms
per frame, PE: position error).

Method Performance measure Set 1: syn. incoming Set 2: syn. passing by Set 3: real F-15 Multi Set 4: real metis-M

TCF
DR (%) 100 (100/100) 100 (11/11) 98.78 (3,161/3,200) 99.13 (114/115)

FAR (number/frame) 0 (0/100) 0 (0/11) 0.0025 (2/811) 0.4 (46/115)
PE (pixel) 0.13 0.12 0.15 0.116

TVF
DR (%) 97 (97/100) 100 (11/11) 92.19 (2,950/3,200) 89.57 (103/115)

FAR (number/frame) 0.6 (60/100) 4 (44/11) 0 (0/811) 0.16 (18/115)
PE (pixel) 5.61 0.28 4.85 4.33

modTVF
DR (%) 100 (100/100) 100 (11/11) 91.09 (2,915/3,200) 36.52 (42/115)

FAR (number/frame) 0.69 (69/100) 0 (0/11) 0.011 (9/811) 1.91 (220/115)
PE (pixel) 0.15 0.14 0.17 0.17
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method. The supplementary material on the web shows the
demo sequences of target detection in Set3.

6. Conclusions

An analysis of the effects of environment in IR-based small
target detection is very important. In this study, the 24-
hour IR data was recorded in winter and spring, and the
IR variations were analyzed in terms of the small target
detection parameters particularly the signal-to-clutter ratio
(SCR), which is the first trial in this area. SCR variations
were analyzed with regard to the recording time, temper-
ature, and humidity. According to the analysis, the natural
backgrounds, such as mountains and near field, behave
similarly. The SCR values increased during the recording
time (10H–09H) in these regions. In addition, the SCR
values decreased with increasing temperature and humidity.
The SCR values of the sky background were quite high and
did not show a specific pattern but were affected strongly
by cloud. The SCR values of the man-made background,
such as buildings, were almost constant regardless of the
recording time, temperature, and humidity except spring.
Overall, the best conditions can be determined for optimal
small target detection or for predicting the small target detec-
tion performance under different weather conditions and
backgrounds.

In terms of optimal target detection, IR signature varia-
tions should be considered to obtain desirable target detec-
tion rate and false alarm rate. If the background-related SCR
variations are used, the small target detection system can
be upgraded by controlling the detection thresholds adap-
tively depending on the background and weather conditions.
However, such approach is impractical because it requires
huge number of IR databases according to environmental
parameters. On the other hand, we can overcome the IR
variation by proposing a robust method.This paper proposed
a new simple but powerful supersonic small target detection
method by the novel temporal contrast filter. As validated
by a set of experiments, it can effectively find and localize
true targets with the velocity from subpixel to pixel per
frame for various clutter images including cloud and ground
clutter. Due to the simplicity of the algorithm with powerful
detection capability, the proposed method can be used for
real-time military applications for staring infrared cameras.
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An efficient and computationally linear algorithm is derived for total least squares solution of adaptive filtering problem, when
both input and output signals are contaminated by noise. The proposed total least mean squares (TLMS) algorithm is designed by
recursively computing an optimal solution of adaptive TLS problem by minimizing instantaneous value of weighted cost function.
Convergence analysis of the algorithm is given to show the global convergence of the proposed algorithm, provided that the
stepsize parameter is appropriately chosen. The TLMS algorithm is computationally simpler than the other TLS algorithms and
demonstrates a better performance as compared with the least mean square (LMS) and normalized least mean square (NLMS)
algorithms. It provides minimum mean square deviation by exhibiting better convergence in misalignment for unknown system
identification under noisy inputs.

1. Introduction

Ordinary least squares methods are extensively used in
many signal processing applications to extract the system
parameters from input/output data [1, 2]. These methods
yield an unbiased solution of adaptive least squares problem
having no interference in both inputs and outputs or having
interference only in the outputs of the unknown system and
clean inputs. However, if interference exists in both input and
output of the unknown system or adaptive filtering problem,
the ordinary least squares solution gets biased [3].

Total least squares (TLS) method [4] is an efficient
technique to achieve an unbiased estimate of the system
parameters when both input and output are contaminated by
noise. Golub and Van Loan [5] provided an analytical proce-
dure to get an unbiased solution of the TLS problem using
singular value decomposition (SVD) of data matrices. This
technique is extensively used in data processing and control
applications [4, 6, 7]. However, application of TLSmethods in
signal processing is still limited because computation of SVD
requires a high complexity of 𝑂(𝑁

3

) for an𝑁 × 𝑁matrix.
TLS solutions of adaptive filtering problem gained impor-

tance after the pioneer work done by Pisarenko [8]. He

presented an efficient solution of adaptive TLS problem
by adaptively computing the eigenvector corresponding
to smallest eigenvalue of augmented input/output signal’s
autocorrelation matrix. Since then, several algorithms have
been proposed based on the adaptive implementations of
Pisarenko. The adaptive TLS algorithms proposed in [9–11]
are able to achieve an unbiased TLS solution of adaptive
filtering problem with a complexity of 𝑂(𝑁). However they
are sensitive to the correlation properties of input signals and
have a drawback of bad performance under correlated inputs.

In this paper, an iterative algorithm is presented to find
an optimal TLS solution of adaptive FIR filtering prob-
lem. A stochastic technique similar to that of least mean
squares (LMS) algorithm of adaptive least squares filtering
is employed to develop a total least mean squares (TLMS)
algorithm for adaptive total least squares problem. Instead
of basing the approach on the minimum mean squares error
as the LMS algorithm does, the proposed (TLMS) algorithm
is based on the total mean squares, obtained by minimizing
the weighted cost function for the TLS solution of adaptive
filtering problem. The proposed algorithm has maintained
the 𝑂(𝑁) complexity of adaptive TLS algorithms with an
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additional quality of having steady state convergence under
correlated inputs. Convergence analysis is presented to show
the global convergence of the proposed algorithm under all
kinds of inputs provided the stepsize parameter is suitably
chosen.

This paper is outlined as follows: we start with a math-
ematical formulation of adaptive least squares problem in
Section 2 and derivation of the TLMS algorithm is given in
Section 3, including its convergence analysis in Section 3.1.
After that efficiency of the proposed algorithm is tested in
Section 4 by applying it for an unknown system identifica-
tion problem and comparing the results with conventional
LMS and normalized LMS (NLMS) algorithms. Concluding
remarks are given in Section 5.

2. Mathematical Formulation of Adaptive
Total Least Squares Problem

Consider an unknown system to be identified by adaptive FIR
filter of length 𝑁 and response vector w

𝑛
, at time 𝑛, with an

assumption that both input and output are corrupted by an
additive white Gaussian noise (AWGN). The noise free input
vector a

𝑛
∈ R𝑁 is formed from the input signals 𝑢(𝑛), such

that

a
𝑛
= [𝑢 (𝑛) , 𝑢 (𝑛 − 1) , . . . , 𝑢 (𝑛 − 𝑁 + 1)]

𝑇

∈ R
𝑁

. (1)

The desired output of the unknown system is then given by

𝑠 (𝑛) = 𝑠 (𝑛) + Δ𝑠 (𝑛) , (2)

where 𝑠(𝑛) = w𝑇
𝑛
a
𝑛
is system’s output and Δ𝑠(𝑛) an added

white Gaussian noise of zero mean and variance 𝜎2
Δ𝑠
.

The primary assumption of an adaptive least squares
(ALS) problem is that perturbations occur in the output
signals only and that the input signals are exactly known.This
assumption is not practical enough, because perturbations
due to sampling or modeling or measurement errors affect
the input signals too. A sensible choice to overcome such
situations is to introduce perturbations in input signals in
addition to perturbations of output signals. A schematic
diagram of an adaptive filter with perturbed input is depicted
in Figure 1.

If Δa
𝑛
= [Δ𝑢(𝑛), Δ𝑢(𝑛 − 1), . . . , Δ𝑢(𝑛 − 𝑁 + 1)]

𝑇

∈ R𝑁,
denote the perturbations in input vector a

𝑛
, whereΔ𝑢(𝑛) is an

additive white Gaussian noise (uncorrelated from the output
noise) of zeromean and variance 𝜎2

Δ𝑢
, then noisy input vector

is

ã
𝑛
= a
𝑛
+ Δa
𝑛
. (3)

It is clear from Figure 1 that for every input signal 𝑢̃(𝑛) =

𝑢(𝑛) + Δ𝑢(𝑛), the filter produces an estimated output 𝑦(𝑛) =

w𝑇
𝑛
ã
𝑛
, which is compared with 𝑠(𝑛) to produce a least squares

error signal 𝑒(𝑛) = 𝑦(𝑛) − 𝑠(𝑛). Define the autocorrelation
matrix Rã

𝑛

of noisy input vector ã
𝑛
as Rã

𝑛

= 𝐸{ã
𝑛
ã𝑇
𝑛
} and

the cross-correlation vector of output signal with ã
𝑛
as pã

𝑛

=

𝐸{𝑠(𝑛)ã
𝑛
}.

At this stage the least squares solution, obtained by
minimizing the cost function 𝐽 = 𝐸{𝑒

2

(𝑛)}, gives a poor

Unknown
system

Adaptive
filter

u(n)

Δu(n) ũ(n)

+

+

s(n)

Δs(n)

y(n) e(n)

s̃(n)

−

Figure 1: An unknown system identification model for adaptive
filtering of noisy input signals.

estimation of the solution of adaptive filtering problem
because of the presence of noise in filter input. Casting
adaptive filtering problem as total least squares problem can,
however, restructure the poor estimation of solution under
noisy input [10, 11]. The following definition is made to adopt
a more general signal model for ATLS-based filtering.

Definition 1 (augmented data vector). Define an (𝑁 + 1) × 1

augmented data vector z̃
𝑛
as

z̃
𝑛
= [ã𝑇
𝑛
: 𝑠(𝑛)]

𝑇

= (
ã
𝑛

𝑠 (𝑛)
) . (4)

An alternate form of 𝑒(𝑛), in terms of augmented data
vector of Definition 1, is obtained as follows:

𝑒 (𝑛) = 𝑦 (𝑛) − 𝑠 (𝑛) = w𝑇
𝑛
ã
𝑛
− 𝑠 (𝑛)

= [w𝑇
𝑛
− 1] (

ã
𝑛

𝑠 (𝑛)
) = w̃𝑇

𝑛
z̃
𝑛
,

(5)

where w̃
𝑛

= [w𝑇
𝑛
− 1]
𝑇 denote the (𝑁 + 1) × 1 extended

parameter vector.
TheTLS solution of adaptive filtering problem is an eigen-

vector associated with the smallest eigenvalue of extended
autocorrelation matrix R̃

𝑛
:

R̃
𝑛
= 𝐸 {z̃

𝑛
z̃𝑇
𝑛
} = (

Rã
𝑛

pã
𝑛

p𝑇ã
𝑛

𝜎
2

𝑠(𝑛)

) , (6)

where 𝜎2
𝑠(𝑛)

= 𝐸{𝑠(𝑛)𝑠(𝑛)}.
Instead of minimizing the mean square error 𝐸{𝑒

2

(𝑛)},
adaptive total least squares problem is concerned with mini-
mizing the totalmean square error𝐸{𝜂2(𝑛)} and cost function
𝐽(w̃
𝑛
) = 𝐸{𝑒

2

(𝑛)}, where the total error 𝜂(𝑛) is given by

𝜂 (𝑛) =
𝑒 (𝑛)

√w̃𝑇
𝑛
w̃
𝑛

=
w̃𝑇
𝑛
z̃
𝑛

√w̃𝑇
𝑛
w̃
𝑛

=
z̃𝑇
𝑛
w̃
𝑛

√w̃𝑇
𝑛
w̃
𝑛

. (7)

The TLS cost function 𝐽(w̃
𝑛
) is then defined in terms of

total error as

𝐽 = 𝐸 {𝜂
2

(𝑛)} = 𝐸{
w̃𝑇
𝑛
z̃
𝑛
z̃𝑇
𝑛
w̃
𝑛

w̃𝑇
𝑛
w̃
𝑛

} =
w̃𝑇
𝑛
R̃
𝑛
w̃
𝑛

w̃𝑇
𝑛
w̃
𝑛

. (8)
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Figure 2: An unknown system identification model for adaptive
filtering of correlated noisy signals.

The adaptive total least squares problem is a minimization
problem of the form [10, 11]:

min
w̃
𝑛
∈R𝑁+1

𝐽 = min
w̃
𝑛
∈R𝑁+1

w̃𝑇
𝑛
R̃
𝑛
w̃
𝑛

w̃𝑇
𝑛
w̃
𝑛

. (9)

Note that an optimal solutionwopt of the TLS problem (9)
is an eigenvector corresponding to the smallest eigenvalue of
R̃
𝑛
. In practice SVD technique is used to solve TLS problems

since it offers lower sensitivity to the computational errors;
however, it is computationally expensive [5]. An alternate
choice to estimate eigenvector corresponding to smallest
eigenvalue is to use an adaptive algorithm [1, 2].

3. Derivation of Total LMS Algorithm for
Adaptive Filtering Problem

In adaptive least squares problem, conventional LMS algo-
rithm is a steepest descent method which uses an instanta-
neous cost function 𝐽 = 𝑒

2

(𝑛) for computation of gradient
vector [1]. Using a similar implementation in TLS problem,
the total LMS (TLMS) algorithm is obtained by having an
instantaneous estimate of the cost function (8) as 𝐽 = 𝜂

2

(𝑛).
The recursive update equation of TLMS algorithm is then
given as

w̃
𝑛+1

= w̃
𝑛
− 𝜇∇w̃

𝑛

𝐽, (10)

where 𝜇 is the stepsize parameter or convergence parameter.
Note that

∇w̃
𝑛

𝐽 =
𝜕

𝜕w̃
𝑛

(𝜂(𝑛)
2

)

= 2𝜂 (𝑛)
𝜕

𝜕w̃
𝑛

𝜂 (𝑛)

= 2𝜂 (𝑛)
𝜕

𝜕w̃
𝑛

(
w̃𝑇
𝑛
z̃
𝑛

√w̃𝑇
𝑛
w̃
𝑛

)

=
2𝜂 (𝑛)

w̃𝑇
𝑛
w̃
𝑛

{{

{{

{

z̃
𝑛
√w̃𝑇
𝑛
w̃
𝑛
− w̃𝑇
𝑛
z̃
𝑛

w̃
𝑛

√w̃𝑇
𝑛
w̃
𝑛

}}

}}

}

=
2𝜂 (𝑛)

(w̃𝑇
𝑛
w̃
𝑛
)
3/2

{z̃
𝑛
⋅ w̃𝑇
𝑛
w̃
𝑛
− w̃𝑇
𝑛
z̃
𝑛
⋅ w̃
𝑛
} .

(11)

Table 1: LMS-total (TLMS) algorithm for adaptive filtering.

Algorithm ×/÷ +/−

Initialization
w
𝑜
= 0 . . . . . .

w̃
𝑜
= [w𝑇
𝑜

− 1]
𝑇

. . . . . .

Update
for 𝑛 = 0, 1, 2, . . .

z̃
𝑛
= [ã𝑇
𝑛
: 𝑠 (𝑛)]

𝑇

. . . . . .

𝑒(𝑛) = w̃𝑇
𝑛
z̃
𝑛

𝑁 + 1 𝑁

normsq = w̃𝑇
𝑛
w̃
𝑛

𝑁 + 1 𝑁

w̃
𝑛+1

= w̃
𝑛
+

2𝜇 𝑒 (𝑛)

norm2
sq

{𝑒 (𝑛) ⋅ w̃
𝑛
− normsq ⋅ z̃𝑛} 3𝑁 + 7 2𝑁 + 2

w
𝑛+1

= −
w̃
𝑛+1

(1 : 𝑁)

w̃
𝑛+1

(𝑁 + 1)
𝑁 . . .

Total 6𝑁 + 9 4𝑁 + 2

Using 𝑒(𝑛) = z̃𝑇
𝑛
w̃
𝑛
= w̃𝑇
𝑛
z̃
𝑛
and ‖w̃

𝑛
‖ = √w̃𝑇

𝑛
w̃
𝑛
, then above

equation becomes

∇w̃
𝑛

𝐽 =
2

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
4
{
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2

𝑒 (𝑛) ⋅ z̃
𝑛
− 𝑒(𝑛)

2

⋅ w̃
𝑛
} . (12)

Substituting (12) in (10), the updated equation of TLMS
algorithm becomes

w̃
𝑛+1

= w̃
𝑛
+

2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
4

{𝑒 (𝑛) ⋅ w̃
𝑛
−
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2z̃
𝑛
} . (13)

Once w̃
𝑛+1

is computed using (13), the TLS solution update
w
𝑛+1

is obtained by the following formula:

w
𝑛+1

= −
w̃
𝑛+1

(1 : 𝑁)

w̃
𝑛+1

(𝑁 + 1)
. (14)

The detailed TLMS algorithm is summarized in Table 1.
A complexity measure of the algorithms shows that it is a
computationally linear algorithm, requiring a total of 6𝑁 +

9 multiplications/divisions per iteration. This computational
simplicity of adaptive TLMS algorithm makes it a better
choice than computationally expensive SVD based TLS algo-
rithm, which requires 6𝑁3 computations per iteration [5].

3.1. Convergence Analysis. In (13), inner product with z̃
𝑛

yields,

w̃𝑇
𝑛+1

z̃
𝑛
= (w̃

𝑛
+

2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
4

{𝑒 (𝑛) ⋅ w̃
𝑛
−
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2z̃
𝑛
})

𝑇

z̃
𝑛

= w̃𝑇
𝑛
z̃
𝑛
+

2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
4

{𝑒 (𝑛) ⋅ w̃𝑇
𝑛
z̃
𝑛
−
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2z̃𝑇
𝑛
z̃
𝑛
}

= 𝑒 (𝑛) +
2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
4

{|𝑒 (𝑛)|
2

−
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

}

= 𝑒 (𝑛) +
2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
2

{
󵄨󵄨󵄨󵄨𝜂 (𝑛)

󵄨󵄨󵄨󵄨
2

−
󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

} .

(15)
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(b) 𝜇 as power of 2, and 𝛼 = 0.3
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(c) 𝜇 as power of 2, and 𝛼 = 0.6
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Figure 3: Learning curves of total misalignment of TLMS algorithm.

Since 𝑒(𝑛) = w̃𝑇
𝑛
z̃
𝑛
, Cauchy-Schwarz inequality [12] gives

|𝑒 (𝑛)|
2

≤
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩
2󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

; (16)

that is,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑒 (𝑛)
󵄩󵄩󵄩󵄩w̃𝑛

󵄩󵄩󵄩󵄩

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

≤
󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

,

󵄨󵄨󵄨󵄨𝜂 (𝑛)
󵄨󵄨󵄨󵄨
2

≤
󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

,

󵄨󵄨󵄨󵄨𝜂 (𝑛)
󵄨󵄨󵄨󵄨
2

−
󵄩󵄩󵄩󵄩z̃𝑛

󵄩󵄩󵄩󵄩
2

≤ 0.

(17)

Let 𝛿
𝑛
= ‖z̃
𝑛
‖
2

− |𝜂(𝑛)|
2

≥ 0 then (15) becomes:

w̃𝑇
𝑛+1

z̃
𝑛
= 𝑒 (𝑛) +

2𝑒 (𝑛) ⋅ 𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
2

{−𝛿
𝑛
}

= {1 −
2𝜇𝛿
𝑛

󵄩󵄩󵄩󵄩w̃𝑛
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2
}𝑒 (𝑛)

(18)

or,

w̃𝑇
𝑛+1

z̃
𝑛
= {1 −

2𝜇𝛿
𝑛

󵄩󵄩󵄩󵄩w̃𝑛
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2
} w̃𝑇
𝑛
z̃
𝑛
. (19)
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Since z̃
𝑛

̸= 0,

w̃
𝑛+1

= {1 −
2𝜇𝛿
𝑛

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
2
} w̃
𝑛

(20)

which shows that {w̃
𝑛
} is a geometric progression. It would

converge to an optimal solution if
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1 −
2𝜇𝛿
𝑛

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

< 1 (21)

or

0 <
𝜇

󵄩󵄩󵄩󵄩w̃𝑛
󵄩󵄩󵄩󵄩
2
<

1

𝛿
𝑛

. (22)

This shows that the proposed algorithm is a variable stepsize
algorithm, with 𝜇 = 𝜇/‖w̃

𝑛
‖
2. An appropriate way to choose 𝜇

is to initialize the algorithm such that ‖w
𝑜
−wopt‖ is less than

2‖wopt‖ [13]. According to this result forw𝑜 = 0, ‖w̃
𝑜
‖ = 1 and

𝜇 = 𝜇, while 𝛿
𝑜
= ‖z̃
𝑛
‖
2

− 𝑠(𝑛) > 0.

4. Application of TLMS Algorithm in
System Identification

To examine the performance of proposed TLMS algorithm,
an unknown system identification model, shown in Figure 2,
is used.

Awhite Gaussian input signal of variance 𝜎2 = 1 is passed
through a coloring filter with frequency response [1]:

𝐻(𝑧) =
√1 − 𝛼2

1 − 𝛼𝑧−1
, (23)

where |𝛼| < 1, 𝛼 is a correlation parameter and controls the
eigenvalue spread of input signals. 𝛼 = 0 corresponds to the

case when eigenvalue spread of input signals is close to 1, and
eigenvalue spread increases with an increase in the value of 𝛼.

A white Gaussian noise of SNR = 30 dB is added in the
input signal 𝑢(𝑛) to get noisy signal 𝑢̃(𝑛), and an output signal
𝑠(𝑛) is obtained by corrupting the output signal 𝑠(𝑛) with an
additive white Gaussian noise of SNR 30 dB. Proposed TLMS
algorithm is comparedwith LMS andNLMS algorithms of [1]
to get an FIR vector for a filter of length𝑁 = 10. Least squares
misalignment ‖w

𝑛
− wopt‖ is compared with the total least

squares misalignment ‖w
𝑛
− wopt‖/√w̃𝑇

𝑛
w̃
𝑛
, and simulations

results are recorded for 2000 iterations with an ensemble
average of 1000 independent runs.

4.1. Convergence Behavior Corresponding to Stepsize Param-
eter 𝜇. Although TLMS algorithm converges for all values
of 𝜇, satisfying (22), but steady state convergence TLMS
algorithm is observed when stepsize parameter 𝜇 is a power
of 2. In Figures 3(b)–3(d), four learning curves of total
misalignment of TLMS algorithm are shown, corresponding
to 𝜇 = 0.5, 0.25, 0.125, and 0.0625, and it is observed that
robustness increases uniformly with an increase in the value
of𝜇. On the other hand if𝜇 is chosen randomly, then a change
in the convergence behavior is random, though Figure 3(a)
shows that algorithm still converges.

4.2. Convergence Behavior Corresponding to Correlation
Parameter 𝛼. To check effect of changes in correlation
parameter 𝛼 on the steady state convergence behavior
of TLMS algorithm, different simulations are presented
in Figure 3, each showing four learning curves of total
misalignment of TLMS algorithm corresponding to 𝜇 =

0.5, 0.25, 0.125, and 0.0625. In the first two simulations
𝛼 = 0.3 in Figures 3(a) and 3(b), it is 0.6 in Figure 3(c),
and 0.9 in Figure 3(d). It is clear from the results of all
these simulation curves that increase in correlation of data
signals has not affected the steady state performance of the
algorithm. Although the convergence speed seems to slow
down, but all the curves converge to optimal solution.

4.3. Comparison. Figure 4 shows the comparison of mis-
alignment of three algorithms, that is, LMS, NLMS, and
TLMS algorithms. The first two compute a least squares
solution of adaptive total least squares problem, while the
third one computes TLS solution of adaptive total least
squares problem. Taking 𝛼 = 0.3, stepsize parameter for LMS
algorithm is chosen as 0.015, for NLMS algorithm as 0.3, and
for TLMS algorithm, it is 0.25. The results in this simulation
show that the convergence of TLMS algorithm increases with
an increase in the iteration, and it presents a better solution
of adaptive TLS problem.

5. Conclusion

In this paper, an efficient TLMS algorithm is presented for
the total least squares solution of adaptive filtering problem.
The proposed algorithm is derived by using cost function of
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weighted instantaneous error signals and an efficient compu-
tation of misalignment in terms of mean squares deviation.
TLMS algorithm has better ability to tackle with perturba-
tions of both input and output signals, because it is chiefly
derived for the purpose. Since in real life problems, both
input and output signals are contaminated by noise, therefore
TLMS algorithmhas great applicability. Convergence analysis
shows that the proposed algorithm has global convergence,
provided that the stepsize parameter is chosen appropriately.
Furthermore, it is computationally simple and requires only
𝑂(𝑁) complexity, while other algorithms for TLS problems
either require higher complexity or are sensitive to correlation
properties of data signals.
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This paper describes a method for subcortical identification and labeling of 3D medical MRI images. Indeed, the ability to identify
similarities between themost characteristic subcortical structures such as sulci and gyri is helpful for human brainmapping studies
in general and medical diagnosis in particular. However, these structures vary greatly from one individual to another because
they have different geometric properties. For this purpose, we have developed an efficient tool that allows a user to start with
brain imaging, to segment the border gray/white matter, to simplify the obtained cortex surface, and to describe this shape locally
in order to identify homogeneous features. In this paper, a segmentation procedure using geometric curvature properties that
provide an efficient discrimination for local shape is implemented on the brain cortical surface. Experimental results demonstrate
the effectiveness and the validity of our approach.

1. Introduction

1.1. Problem Statement. In a medical context, cortical sur-
faces analysis has motivated many researchers in anatomy,
visualization, image registration, and pattern recognition [1–
5]. The interest in this analysis comes in part from the
variability of the convoluted shape of the cerebral cortex
which is considered as the key of human intelligence and
one of the most important factors regarding the comparison
of brain anatomy and function [3]. However, the cortical
surface has a complex structure comprised of folds “gyri”
and fissures “sulci” (Figure 1). The accurate identification
and labeling of these structures is helpful in human brain
mapping studies, yet very challenging. Sulcal and gyral
features are often considered as anatomical landmarks for
automatically parcellating the cortex into features of interest
that are functionally distinct.They also vary greatly from one
individual to another because they have different geometric
properties. So, we can consider them as a useful benchmark
for comparison in the case of morphometric study [5]. For
all these reasons, an accurate analysis of the cortical surface
is very helpful for specialists in order to clarify the evolution
differences between humans and animals, to study nervous
disorders, and to preserve the main functions of a patient
during brain surgery.

The labeling of cortical surface would be a significant aid
in the study of the cortex anatomy. Indeed, the neurosurgeon
would need to locate the regions of interest versus cortical
folds (sulci and gyri) of the patient. However, this operation
is not easy due to the complexity of anatomical shapes and the
interpatient variability.Therefore, the extraction and labeling
of cortical surface automatically and objectively become of
great importance. It should be noted that this segmentation
addresses various problems such as 3D visualization, topo-
logical analysis of the surface, brainmapping, and the analysis
and the interpretation of brain activity. In addition, we think
that automatic extraction can improve the computational
time, the quality, and the reproducibility of this process.

1.2. Related Work. In this context, several studies have been
developed to quantify cortical morphometric dissimilarities
and then to facilitate the labeling of the human cortex.
Unfortunately, some of them require manual intervention
which penalizes the reproducibility of this task. Proposed
approaches in the literature are divided into two main
categories. The first one is based on spatial normalization.
In this case, a coordinate system (i.e., 3D Talairach grid) is
used to make a comparison between the patient brain and
the reference (template) one. Template brain serves to give
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Figure 1: Illustration of sulcal and gyral patterns.

precise information on the point location. For example,
Jaume et al. [6] proposed an algorithm to match an atlas
labeled mesh to the patient brain mesh in a multiresolution
way. Then, they transfer the labels from the matched mesh to
label the patient mesh withoutmanual intervention. Labeling
the patient brain surface provides a map of the brain folds
where the neurosurgeon can easily track the features of
interest. The second category is based on the extraction of
relevant anatomical regions (i.e., sulci, subcortical nuclei,
gyri) in order to make comparison with shape descriptors
or any other kind of descriptor. The manual delineation
of these features requires a tedious process because of the
large inter- and intraindividual variability [7]. So, the devel-
opment of automatic segmentation tools based on specific
and reproducible features is highly recommended [8–10].
The main features used for segmenting the cortical surface
are based on geometric properties such as curvature [11–14],
geodesic depth [15–17], medial axis [18], and so forth. For
example, curvature-based approaches make the first-order
approximation that sulci are concave and gyri are convex, and
geodesic depth-based approaches use ad hoc techniques to
distinguish these two complex structures. Kao et al. [17] apply
depth thresholding to extract sulcal regions. They compute
a geometric depth measure for each point on the cortical
surface, and they extract sulcal regions by checking the
connectivity above a depth threshold. Finally, they delineate
the fundus by thinning each connected region keeping the
endpoints fixed.

Other segmentation methods use other techniques such
aswatersheds of curvature function [19, 20]. Nevertheless, the
watershedmethod shows often sensitivity to the choice of the
depth threshold parameter and to noise, so, the division of the
surface into regions cannot give accurate information about
the differences between local regions. Moreover, deformable
models [21] are applied to discriminate sulci and gyri.
However, parameters describing the elasticity of the model
affect the definition of some areas such as sulcal ones. The
proposed approach in [14] is intended to describe a surface
by dividing it into homogeneous regions according to the
discretemean andGaussian curvature estimates.The surfaces
are obtained from three-dimensional imaging datasets by
isosurface extraction after data presmoothing. A hierarchical
multiresolution representation of the isosurface is then gen-
erated. Finally, segmentation is performed at various levels

of detail to detect the main features of the surface. This low-
resolution description is used to determine constraints for the
segmentation at the higher resolutions.Methods of extracting
the cortical surfaces fromMRI brain volumes have facilitated
studies on inter- and intraindividual variability of sulcal and
gyral patterns. In a clinical routine, these patterns are often
delineated by a manual labeling process. This process is
extremely tedious, time consuming, and probably leads to
measurement errors.

1.3. Motivations and Contributions. According to the liter-
ature reviewed, we noted that the local curvature provides
an effective shape measure and could be applied to discrete
surface analysis.Moreover,measures related to the curvatures
are used in several works to segment subcortical features. For
example, the average principal curvatures (mean curvature)
can describe the local folding of the surface. The gyri
correspond to large values of the mean curvature and are
detected via thresholding. Moreover, the Gaussian curvature
is an intrinsicmeasure typically used to classify the surfaces in
different primitive forms. Now, if we proceed by segmenting
the cortex at high resolution, it would be difficult to interpret
and compare the results because fine structures like gyri and
sulci are very complex. To resolve this problem, we have to
keep only main folds while eliminating the details. So, it is
important to create a low-resolution representation of the
initial mesh.This need is due also to rendering speed reasons
and to allow fast transmission of 3Dmodels in network-based
applications.

This work takes place in this growing area and it proposes
an efficient method and tool to segment and describe locally
the subcortical structures. Unlike our previous work [22], the
proposed work herein is more relevant and complete. Indeed,
we treat in this paper the problem of local segmentation of
human cerebral cortex. Our main purpose is to analyze finely
obtained discrete surfaces after a segmentation operation
of MRI volume. So, we propose here a fully automatic
method for parcellating the cerebral cortex into gyri and sulci
features of interest. It is based mainly on discrete differential
geometry operators, which are the key to distinguish the two
patterns, and on multiresolution representation to simplify
and accelerate processing time.

The rest of this paper is organized as follows. The
suggested method is presented in the next section. The
experimental results are given in Section 3. Finally, Section 4
concludes the paper.

2. Methods and Materials

2.1. Method Outline. The proposed method is based mainly
on two essential steps: the first one is intended to simplify
the initial mesh and the second one to classify the surface as
containing homogeneous attributes by using invariant local
descriptors based on local geometric curvature. Because the
cortex is composed of a large set of folds, it is important
to detect only the main folds and not all small ones on the
cortical surface. Progressive mesh simplification solves this
problem. Indeed, the segmentation in high resolution could
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(1) 3D MRI volume segmentation.
(2) Gray matter/white matter interface extraction.
(3) Topology preserving mesh decimation.
(4) Local cerebral cortex analysis based on local curvature estimation.

Algorithm 1

fail to properly distinguish between the major folds and it
could lead to misinterpretation. Mesh simplification, whose
role is to keep only the main folds while removing small
detailsmust bemadewith caution. Indeed, if we are interested
in both sulcal and gyral patterns, it is better to simplify
the entire cortical surface in a uniform manner to preserve
the topology of these structures. If we are interested in a
particular structure such as sulci, it is interesting in this case
to simplify the surface more while preserving the topology
of the sulci. So, simplification may be done without topology
preservation in some subarea and with topology preservation
in other ones.We introduce here themain steps performed by
our method to have a rapid and efficient characterization of
cortical surfaces (see Figure 3 and Algorithm 1).

2.2. Discrete Cortical Surface Detection. To study the human
cortex folding patterns, we may either use the interface
between gray matter (GM) and white matter (WM) as the
cortical surface representation is reliable [13]. In recent years,
there has been a considerable effort in developing methods
for this purpose. A range of methods including classification-
based, region-based, contour-based, and knowledge-based
approaches have been proposed forMR brain image segmen-
tation. Manual editing is highly accurate and has been one
of the most employed techniques, but tedious and laborious,
because boundaries are usually traced by hand. Automating
this process is a challenging problem.

2.2.1. Gray Matter/White Matter Interface Extraction.
Recently, we have proposed an efficient fully automatic
method for brain MRI volume segmentation [23]. The
approach performs the segmentation using a succession of
operations involving a registration step from known data,
a classification step, and a segmentation step based on the
level-set technique. The role of the registration and the
classification is to accurately initialize the active model and
to control its evolution. Recently, we have proposed a new
formulation [24] for the evolution of the variational model
which is expressed as

𝜕𝜓

𝜕𝑡
= [𝛼
𝑟
𝐹region (𝐼) + 𝛼

𝑏
𝐹boundary (𝐼)]

󵄨󵄨󵄨󵄨∇𝜓
󵄨󵄨󵄨󵄨 .

(1)

𝐹boundary causes the evolving of the front to be more strongly
attracted to image edges and is given by

𝐹boundary (𝐼) = sign (𝐹boundary) ⋅
𝑐 + 𝑘

1 + |∇𝐼|
, (2)

where

sign (𝐹boundary) = {
+1, if 𝐹region < 0,

−1, otherwise.
(3)

𝐹region controls the evolution of the model and segments the
cancer region based on the following equation:

𝐹region (𝐼) = {
𝐼 − (𝑚

𝑇
− 𝜖
𝑇
) , if 𝐼 < 𝑚

𝑇
,

(𝑚
𝑇
+ 𝜖
𝑇
) − 𝐼, otherwise,

(4)

where 𝜖
𝑇
is a constant parameter and 𝑚

𝑇
is the mean value

of the bone cancer region. This value is calculated on the
estimated region after the classification step. 𝜖

𝑇
controls the

brightness of the region to be segmented and defines a
range of greyscale values that could be considered inside the
expected region of interest. More technical details could be
found in [23, 24].

2.2.2. Decimation and Topology Preserving. Representing the
surface as explicit geometry is efficient when used with the
conventional computer graphics approaches for shading and
viewing. Further, it greatly reduces the necessary data storage
and provides a data structure that can be measured. In our
case, a triangulated surface mesh was generated from the
segmented white/gray matter using a standard isosurface
“Marching Cubes” algorithm [25]. It has the advantage of
providing an accurate three-dimensional polygonal represen-
tation that can be used for other image processing tasks.
Nevertheless, the marching cubes output usually contains
multiple small “useless” meshes which are physically discon-
nected from each other. Moreover, it produces more than
the necessary number of polygons needed to represent an
object accurately.The result contains an enormous number of
extremely small triangles that prevent an interactive render-
ing ofmodels. Ahigh resolutionmesh generated fromvolume
data is generally very hard to work with. In order to reduce
aliasing artifacts on images, we are led to apply the algorithm
proposed in [26]. On the other hand, we suggest simplifying
the created mesh in order to accelerate the overall mesh
analyzing process. In fact, a low resolutionmesh is an efficient
way to convey fine surface details while maintaining a simple
underlying geometry. To achieve mesh simplification, we use
VTK’s Quadric Decimation [27, 28], an algorithm to reduce
the large number of triangles in themesh. InHoppe’s scheme,
the topology preserving operations (EdgeCollapse and Edge-
Split) are sufficient to transform the full resolution mesh into
a simpler base mesh. This optimization procedure is able to
provide a good approximation to the originalmesh, preserves
its geometry, and conserves its overall appearance (material
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identifiers, color values, normals, and texture coordinates).
The algorithm is based on repeated edge collapses until the
requested mesh reduction is achieved. Edges are placed in
a priority queue based on a quadric error metric to delete
the edge. So, an optimal collapse point can be computed.The
process is repeated until the desired reduction level is reached
or until topological constraints prevent further reduction.

2.3. Local Cerebral Analysis. Different approaches can be
used to study fine details of the cortical surface folding pat-
terns. For example, depth maxima have been used to detect
a concept similar to sulcal roots in [15]. On the other hand,
a surface’s behavior can be described by dividing the surface
into distinct regions of elliptic and hyperbolic behaviors. The
regions of elliptic behavior can be classified into convex and
concave regions by considering the direction of the surface
normal. Curvature is one of the most useful criteria for
intrinsic structure description of a given surface. For example,
Gaussian and mean curvatures may be used to classify the
surface into meaningful structures such as valleys or ridges.
Through these structures, it is possible to discriminate the
surface into connected elliptical or hyperbolic regions. In
this study, we suggest segmenting the discrete surface into
homogeneous small regions according to different criteria
which are based mainly on the local principal curvatures.
We compute Gaussian and mean curvatures, and later we
use them to classify the vertices into different categories. To
estimate the curvature information of each vertex we have
applied the approximations proposed by Meyer et al. [29].
We recall here the expression of the mean 𝐾

𝐻
and the

Gaussian 𝐾
𝐺
curvature operators:

𝐾
𝐻
(𝑥
𝑖
) =

1

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

1

2𝐴
𝑀

∑

𝑖∈𝑁(𝑖)

(cot𝛼
𝑖𝑗
+ cot𝛽

𝑖𝑗
) (𝑥
𝑖
− 𝑥
𝑗
)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝐾
𝐺
(𝑥
𝑖
) =

2Π − ∑
♯𝑓

𝑗=1
Θ
𝑗

𝐴
𝑀

,

(5)

where 𝛼
𝑖𝑗
and 𝛽

𝑖𝑗
are the two angles opposite to the edge

in the two triangles sharing the edge (𝑥
𝑖
, 𝑥
𝑗
) as depicted

in Figure 2. Θ
𝑗
is the angle of the 𝑗th face at the vertex

𝑥
𝑖
and ♯𝑓 denotes the number of faces around this vertex.

The maximum principal curvature 𝑘max and the minimum
principal curvatures 𝑘min, which are related to the Gaussian
and the mean curvatures, are also calculated at the vertex 𝑥

𝑖

as:

𝑘max (𝑥𝑖) = 𝐾
𝐻
(𝑥
𝑖
) + √Δ (𝑥

𝑖
),

𝑘min (𝑥𝑖) = 𝐾
𝐻
(𝑥
𝑖
) − √Δ (𝑥

𝑖
),

Δ (𝑥
𝑖
) = max (𝐾2

𝐻
(𝑥
𝑖
) − 𝐾
2

𝐺
(𝑥
𝑖
) , 0) .

(6)

By this mean, each vertex should belong to a gyral or sulcal
compartment based on:

(i) Its mean and Gaussian curvature values [14],

𝛼ij

xj

xi

𝛽ij

Figure 2: One-ring neighbors and angles opposite to an edge.
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−→
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−→
t2 kmin ≪ 0

kmax ≫ 0

kmin = 0

kmax = 0

Figure 3: Sign of the principal curvatures relative to the surface
behavior.

(ii) A function of the principal curvatures, 𝑘max and 𝑘min,
so-called Shape Index (SI) [30] which is independent
of translation, rotation, and scaling. This measure is
given by

SI = −
2

𝜋
arctan(

𝑘max + 𝑘min
𝑘max − 𝑘min

) . (7)

The value of the Shape Index varies in [−1, 1] where negative
values represent concave surface, whereas positive values
correspond to convex one.The segmentation process consists
of classifying vertices according to Table 1 by encoding each
surface type with a particular color. Indeed, elliptic regions
on the surface must be separated from hyperbolic regions.
Taking into account these criteria guarantees an efficient way
to classify all vertices of the discrete surface into gyral or
sulcal features.

3. Experimental Results

We have performed a series of experiments on brain MR
images. Resulting labels are depicted in Figure 4. This figure
shows the partitioning of the cortical mesh into ellipti-
cal convex regions (cyan), elliptical concave regions (red),
hyperbolic convex regions (green), and hyperbolic concave
regions (blue). These segmentations are presented also in a
multiresolution setting (Figure 6).

To validate the proposed method, we limited ourselves
to a qualitative assessment of results. Unfortunately, we were
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(a) (b)

Figure 4: An example of local cortical surface segmentation. The blue color is associated with sulcal regions, red with minimum values of
sulcal regions, green with gyral regions, and cyan with maximum values of gyral regions.

(a) Initial mesh (b) Simplified mesh with 50%

(c) Zoom on initial mesh (d) Zoom on simplified mesh

Figure 5: Cortex surface segmentation for two different resolutions: initial mesh and simplified mesh with 50%. This figure shows the
possibility of identifying the sulcal and gyral structures even after a strong simplification.
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(a) 100% initial mesh (b) Simplification of 30% (c) Simplification of 60%

(d) Simplification of 70% (e) Simplification of 80% (f) Simplification of 90%
Figure 6: Local segmentation of cortical surface for different resolutions.

Table 1: Possible combinations of surface types according to
different descriptors.

Sign (𝐾
𝐻
) − − + +

Sign (𝐾
𝐺
) + − − +

Shape Index (SI) [3/8, 1] [1/8, 3/8] [−3/8, −1/8] [−5/8, −1]

Region type Elliptic Hyperbolic Hyperbolic Elliptic
Region color Green Cyan Blue Red

not able to compare our results with other works because
of the lack of published papers with a complete quantitative
result on the same images. We recall that we are mainly
interested in investigating the ability of themethod to identify
the required structures in different resolutions.We present in
this section some obtained results. Figure 5 shows two results
for the segmentation (classification) of the same cortex:
the first result (Figure 5(a)) is associated with the initial
mesh and the second one (Figure 5(b)) with the simplified
mesh (with 50%). We find that sulcal and gyral regions are
well-preserved and still identifiable even after a significant
reduction in the initial mesh. This result justifies our choice
for an intermediate step of mesh simplification.

Figure 6 shows a hierarchy of the segmented cortex into
gyral and sulcal structures. From this result, we see that the
topology of large structures is conserved even after several
simplifications of the initial mesh. It is noteworthy that this
observation has been made also in [27]. It was also noted
that gyral regions were better preserved than sulcal regions.
Indeed, sulcal regions are thinner than gyral ones; thus, a
simplifying operation will alter the topology of these small
structures. From this result, we note also that the analysis
(classification of the cortical surface) of low resolution has
the advantage of clearly identifying the structures of interest
with elliptic and hyperbolic forms. It should be noted at this
point that the analysis of a higher resolution (more complex
resolution) could be easily deduced from the other coarser
resolutions.This reconstruction can be performedusing basic
inverse operators on the current mesh. Thereby, we obtain
significant gain in computing time when we performed our
algorithm on simplified meshes instead of initial complex
ones.

The obvious difficulty in analyzing the obtained results
is that there is no clear definition of what is correct? In
some papers, authors rely on neurology experts to locate
such sulci and gyri structures in the brain. Otherwise, the
results can be interpreted based on the following idea: gyrus
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is located in the upper zone of the cortex (that is to say, the
upper folds) and sulcus is placed in the basins of the cortex.
Consequently, it will be easy to distinguish between elliptical
and hyperbolic shapes. The obtained results show that it is
possible to detect main features on low resolution (only 30%
of the original data), whereas, if we want to do the same
thing onhigher resolution (100%),we cannot interpret clearly
these results nor recognize the local shape of the region of
interest. In fact, the classificationmay include small irrelevant
details, which have no effect on the overall shape. On the
other hand, this process is considered time-consuming since
discrete surfaces are so dense. Current tests were performed
on data extracted from the ICBM (International Consortium
for Brain Mapping Data Base). In the future, quantitative
validations will be carried out to guarantee the performance
of the method. We suggest also to study other datasets
showing a notable morphological variability.

4. Conclusion

The 3Dmedical image analysis, especially the cortical surface
analysis problem, is both an important and difficult task.
Its applications are numerous such as in neurology. The
goal of this work was to develop a method for local shape
segmentation based on surface curvature andmultiresolution
scheme. Local curvature measures properties provide an
effective shape measure and could be effectively applied to
discrete surface analysis. Moreover, the multiresolution way
provides the neurologist with a map of the patient brain
in a short time. Overall, our method shows qualitatively
interesting results. Although the experimental results are
satisfying, there are some future works to do. As a perspective
for further work, we plan to address other issues including
(1) the integration of other geometrical criteria to improve
the surface characterization, (2) the consideration of the
connection between all vertices having same criteria values,
(3) the conduction of quantitative evaluations to demonstrate
the robustness of the algorithm and (4) the comparison of
our results with other methods that could benefit for further
research. So, further investigations are required to extend
the algorithm to a large range of meshes showing notable
morphological variability.
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On the basis of an acoustic biometric system that captures 16 acoustic images of a person for 4 frequencies and 4 positions, a study
was carried out to improve the performance of the system. On a first stage, an analysis to determine which images provide more
information to the system was carried out showing that a set of 12 images allows the system to obtain results that are equivalent to
using all of the 16 images. Finally, optimization techniques were used to obtain the set of weights associatedwith each acoustic image
that maximizes the performance of the biometric system. These results improve significantly the performance of the preliminary
system, while reducing the time of acquisition and computational burden, since the number of acoustic images was reduced.

1. Introduction

Biometric identification [1–3] is a subject of active research,
where new algorithms and sensors are being developed. The
most widely used identification systems are based on finger-
prints, hand geometry, retina, face, voice, vein, signature, and
so forth. The fusion of information from multiple biometric
systems is also improving the performance of identification
and verification systems [4].

Radar-based systems require expensive hardware and
can be unreliable due to the very low reflection intensity
from humans. Acoustic imaging provides a simple and cheap
sensor alternative that allows obtaining very precise range
and angular information. Particularly, in the acoustic field,
there are two accurate and reliable classification systems for
targets:

(i) animal echolocation, performed by mammals such
as bats, whales, and dolphins, where nature has
developed specific waveforms for each type of task

[5, 6] such as the classification of different types of
flowers [7];

(ii) acoustic signatures used in passive sonar systems [8,
9], which analyse the signal received by a target in the
time-frequency domain.

There are few papers working on acoustic imaging in
air for the detection of human beings. Moebus et al. [10, 11]
worked with the ultrasonic band (50 kHz) using a 2D array
and beamforming in reception. They analysed solid objects
(poles and a cuboid on a pedestal) in their first work and
human images more recently. They showed that humans
have a distinct acoustic signature and proposed to model the
echoes from the reflection parts of objects in the scene by
a Gaussian mixture-model. Based on the parameters of this
model, a detector could be designed to discriminate between
person and nonperson objects.

In previous works, the authors of this paper developed
multisensor surveillance and tracking systems based on
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Figure 1: Functional description block diagram.

acoustic arrays and image sensors [12, 13]. In November, 2011,
authors were working on the development of a novel biomet-
ric system, based on acoustic images acquired with electronic
scanning arrays [14, 15]. Humans were acoustically scanned
by an active system working from 6 to 12 kHz (audioband)
that registered their acoustic images. Thus, the system could
identify people by comparing the acquired acoustic images
with a previously acquired database of said images. This
system used beamforming with a linear microphone array
and a linear tweeter array in transmission and reception,
respectively [16]. This paper was the first one related to
acoustic imaging in air for biometric identification of humans
in the literature.

That previous work was based on 4 positions and 4 fre-
quencies, and it evaluated the mean square error (MSE)
between the acoustic images, assuming that all these images
had the same weight in the error calculation and that all the
images provided relevant information.

This newwork has examined the contribution that each of
the images associated with a position and a frequency has in
the performance of the biometric system and has optimized
the weights associated with the selected images.

On a first phase, the contribution of the acoustic images
was analysed, assuming that their weights on the MSE were
unitary or null, and working with a variable set of images
from only 1 image to up to 16 images. After that, on a
second phase, a weight optimization was done on the set of
selected acoustic images, so that each image contributed to
the calculation of the MSE proportionally to the information
provided to the biometric identification between individuals.

In this paper, Section 2 describes the system including
its functional description, its hardware architecture, the
acoustic array, and the acoustic profiles. Section 3 describes
the results previously published,which, implicitly, use unitary
weights for all the images. This section also analyses the
contribution of each image either individually or grouped
with other images and the system performance by optimizing
theweights for the selected images. Finally, Section 4 presents
our conclusions.

2. Material and Methods

2.1. Functional Description. Based on basic radar/sonar prin-
ciples [17, 18], an acoustic sound detection and ranging sys-
tem for biometric identification was proposed [16], according
to the block diagram in Figure 1.

This system performed three main tasks: (i) person
scanning and detection, (ii) acoustic images acquisition, and
(iii) person identification based on a database of acoustic
images.

For each steering angle, the system performed: (i) trans-
mission beamforming, (ii) reception beamforming, and (iii)
match filtering. After processing all the steering angles, a
two-dimensional matrix was formed and stored that this
represented the acoustic image.

The application software developed had four operation
modes:

(i) Channel calibration. A calibration procedure to
ensure that all channels had the same phase and gain
[19].

(ii) Surveillance. The system detected and estimated the
position of the targets in the chamber, visualizing an
acoustic image.

(iii) Image acquisition. The system captured the acoustic
image of a person for a predefined set of frequencies
and positions.

(iv) Biometric identification. For the person under analy-
sis, the system got the acoustic images and compared
them with a set of acoustic images of X individuals,
previously stored in a database.

2.2. Hardware Architecture. The biometric system had four
elements:

(i) a computer with a real-time acquisition system for 16
channels, based on 1.5M gate FPGA Xilinx Spartan-3
DSP and two Omnibus I/O Daughter Card sites;

(ii) a preamplifier and amplifier system;
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Figure 2: Transmitter and receiver arrays.

(iii) a transmitter (Tx) uniform linear array (ULA) with
15 tweeters and a receiver (Rx) ULA with 15 micro-
phones, as it is shown in Figure 2;

(iv) an acoustic anechoic chamber with a 5 × 3 × 2.5m
working area which was designed for a 500Hz cutoff
frequency.

Figure 3 shows a block diagram of the system and the
interconnection between its elements.

2.3. Acoustic Array

2.3.1. Spatial Aperture Selection. Two ULAs with 15 𝜆/2-
equispaced sensorswere employed.These arrays had different
spatial apertures in order to reduce sidelobe levels on the final
beampattern (Tx + Rx).

A transmission array with a 50 cm spatial aperture and
a reception array with a 40 cm spatial aperture were used.
On the transmission array, the tweeters were placed so as to
occupy the minimum space.

2.3.2. Frequency Band Selection. On the basis of the angular
resolution (3-dB beamwidth of the mainlobe), the absence
of grating lobes, the frequency response of the microphone-
tweeter pair, and the frequency response of a person, four
different frequencies that guarantee the independence of the
obtained images were selected [16]: 6 kHz (𝑓

1
), 8 kHz (𝑓

2
),

10 kHz (𝑓
3
), and 12 kHz (𝑓

4
), where the frequency gap was

the maximum in order to obtain independent images.
The maximum steering angle was determined by the size

of the person, his/her distance from the array, and the nonap-
pearance of grating lobes. Based on these considerations, the
following parameters were selected:

(i) the positioning area was located 3m from the array;

(ii) the maximum width of a person with outstretched
arms was 2m.

Therefore, for the scanning and positioning area, the
selected angle excursion was ±15∘, as shown in Figure 4.

2.3.3. Angle Resolution Cells and Number of Beams. Given a
ULA, Δ𝑢 is defined as the 3-dB beamwidth of the mainlobe
in the sin(𝜃) space, where Δ𝑢 = sinΔ𝜃, having Δ𝜃 the 3-dB
beamwidth of the mainlobe in degrees. Beamwidth in sin(𝜃)
space does not depend on the steering angle and, therefore,

Table 1: Number of beams versus frequency.

𝐹 (Hz) Δ𝜃 (degrees) Δ𝑢 𝑀
𝑘

6000 4.20∘ 0.0732 7
8000 3.20∘ 0.0558 9
10000 2.56∘ 0.0447 11
12000 2.12∘ 0.0370 13

assuming that beams are 3-dB overlapped, the number of
beams necessary to cover the exploration zone will be [20]:

𝑀 = round(
2 ⋅ sin 𝜃max

Δ𝑢
) , (1)

where 𝜃max = 15
∘ is the angular excursion.

The number of beams for each frequency,𝑀
𝑘
, is shown

in Table 1.

2.4. Acoustic Profiles. Following the previous design consid-
erations, the system retrieved the acoustic image associated
with a rectangle of 2m × 2.5m (width × depth) dimensions,
where the person under analysis had to be located 3m away
from the line array, as described in Figure 4.

A 2ms pulse width and a sampling frequency 𝑓
𝑠
=

32 kHz were used. This value was a trade-off between range
resolution and received energy. The acoustic images were
collected from 2.0m to 4.5m, in the range coordinate, and
from−15∘ to 15∘, in the azimuth coordinate, using𝑀

𝑘
steering

angles.
The selected positions for the person under analysis were

front view with arms folded on both sides (𝑝
1
), front view

with arms outstretched (𝑝
2
), back view (𝑝

3
), and side view

(𝑝
4
). Figure 5 shows the four positions using a test subject.
The acoustic profile,𝑃

𝑖
, associated with person 𝑖, included

the 16 acoustic images obtained for the positions (𝑝
1
, 𝑝
2
, 𝑝
3
,

and 𝑝
4
), evaluated at the frequencies (𝑓

1
, 𝑓
2
, 𝑓
3
, and 𝑓

4
).

Figure 6 shows the acoustic images for (i) the front view
position (𝑝

1
) where the head and trunk of the subject can

be clearly identified, (ii) the front view position with arms
outstretched (𝑝

2
) where the head and arms of the subject can

be clearly identified, (iii) the back view position (𝑝
3
) where

the back of the head can be identified, and (iv) the side view
position (𝑝

4
) where the closest shoulder and side of the head

can be identified.

3. Results and Discussion

3.1. Previous Study: Biometric Identification via
Mean Square Error

3.1.1. Metric Based on Mean Square Error (MSE). The identi-
fication implemented by the acoustic biometric system was
based on the mean square error (MSE) between acoustic
images from two different profiles [21].

First, a function 𝐸𝑓
𝑝
[𝑖, 𝑗] was defined as the mean square

error between an acoustic image 𝐼
𝑖
(𝑟, 𝑠) from profile𝑃

𝑖
and an
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acoustic image 𝐼
𝑗
(𝑟, 𝑠) from profile𝑃

𝑗
, for a specific frequency

𝑓 and position 𝑝:

𝐸
𝑓

𝑝
[𝑖, 𝑗] =

𝑅

∑

𝑟=1

𝑆

∑

𝑠=1

(𝐼
𝑖
(𝑟, 𝑠) − 𝐼

𝑗
(𝑟, 𝑠))

2

, 𝑖, 𝑗 = 1 ⋅ ⋅ ⋅ 𝑁𝑃,

(2)

where 𝐼(𝑟, 𝑠) is a 𝑅 × 𝑆 matrix and 𝑁𝑃 is the number of
acoustic profiles stored in the database.

Then, the multifrequency error function 𝐸
𝑝
[𝑖, 𝑗] was

defined as the sum of the errors at each frequency for a
specific position 𝑝:

𝐸
𝑝
[𝑖, 𝑗] = 𝐸

6 kHz
𝑝

[𝑖, 𝑗] + 𝐸
8 kHz
𝑝

[𝑖, 𝑗]

+ 𝐸
10 kHz
𝑝

[𝑖, 𝑗] + 𝐸
12 kHz
𝑝

[𝑖, 𝑗] .

(3)

Finally, the global error function𝐸[𝑖, 𝑗]was defined as the
sum of the multifrequency errors at each position 𝑝:

𝐸 [𝑖, 𝑗] = 𝐸
𝑝
1

[𝑖, 𝑗] + 𝐸
𝑝
2

[𝑖, 𝑗] + 𝐸
𝑝
3

[𝑖, 𝑗] + 𝐸
𝑝
4

[𝑖, 𝑗] . (4)

If 𝑃
𝑘
was an unknown profile to be identified, the

algorithm associated the profile, 𝑃
𝑘
, to the person “𝑖” in the

database whose profile𝑃
𝑖
had theminimum 𝐸[𝑘, 𝑖] value.The

normalized global error was defined as the distance or metric
used by the acoustic biometric system.

3.1.2. False Match Rate (FMR), False Nonmatch Rate (FNMR)
and Receiver Operating Characteristic (ROC) Curve. Based
on the methodology to characterize a biometric system [22]
and assuming that there were no errors in the acquisition,
FNMR and FMR parameters were calculated.

False match rate (FMR) is the probability of the system
matching incorrectly the input acoustic profile to a non-
matching template in the database. It measures the percent of
invalid inputs which are incorrectly accepted.Thus, FMRwas
obtained by matching acoustic profiles of different people.

The global error 𝐸[𝑖, 𝑗] was calculated for all these
cases. And then the FMR parameter was calculated as the
percentage of matching whose error value was equal or less
than distance 𝑑:

𝐸 [𝑖, 𝑗] ≤ 𝑑, (5)

where distance 𝑑 is the set of possible values of the global
error.

False nonmatch rate (FNMR) is the probability of the
system not matching the input acoustic profile to a matching
template in the database. It measures the percent of valid
inputs which are incorrectly rejected. Hence, FNMR was
obtained by matching acoustic profiles of the same people.

Again, the normalized global error was calculated for all
these cases. Then the FNMR parameter was calculated as
the percentage of matching whose error value was greater or
equal than distance 𝑑:

𝐸 [𝑖, 𝑗] ≥ 𝑑. (6)

A receiver operating characteristic (ROC) curve, is a
graphical plot which illustrates the performance of a classifier
system as its discrimination threshold, distance 𝑑 in this case,
is varied. This ROC curve is a visual characterization of the
trade-off between the FNMR and the FMR obtained. It was
created by plotting the FMR values versus the FNMR values,
at various threshold/distance settings.

3.1.3. Test Scenario. This acoustic biometric system, based on
an electronic scanning array using sound detection and rang-
ing techniques, was analysed in order to find the feasibility of
employing acoustic images of a person as a biometric feature.

In this previous study [16], 10 people (5men and 5women
with different morphological features, as shown in Table 2)
were scanned in the four selected positions with a narrow
acoustic beam, employing four pulsed tone signals, with the
selected frequencies.

To evaluate this system, acoustic profiles were captured 10
times for each of the 10 people under test during 10 days. In
the analysis, all people wore an overall, as common reference
clothing, in order to eliminate clothing as a distinctive factor.

Figure 7 shows the FMR and the FNMR functions versus
the normalized distance 𝑑 obtained in the analysis.
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Figure 5: Person positions.

It can be observed that the value of the equal error
rate (EER)—the crossing point between FMR and FNMR
functions—was 6.22%, for a distance 𝑑 = 0.35m.

The corresponding ROC curve is shown in Figure 8.
The FNMR, FMR, and ROC curves obtained were com-

parable to those of commercial biometric systems, confirm-
ing the feasibility of using acoustic images in biometric
systems.

3.2. Contribution of the Images to the Acoustic Profile. The
global error 𝐸[𝑖, 𝑗] used in Section 3.1.1 can be reformulated
as the sum of the errors due to each acoustic image associated
with a frequency and a position:

𝐸 [𝑖, 𝑗] =

4

∑

𝑓=1

4

∑

𝑝=1

𝐸
𝑓

𝑝
[𝑖, 𝑗] . (7)

Generalizing this expression, the weighted global error
𝐸
𝑤
[𝑖, 𝑗], where the contribution associated with each image

is weighted by a value 𝑤𝑓
𝑝
, can be defined according to the

following expression:

𝐸
𝑤
[𝑖, 𝑗] =

4

∑

𝑓=1

4

∑

𝑝=1

𝑤
𝑓

𝑝
𝐸
𝑓

𝑝
[𝑖, 𝑗] , (8)

where the weights are defined between 0 and 1:

0 ≤ 𝑤
𝑓

𝑝
≤ 1. (9)

For the case where all the images contribute to a unitary
weight, the global error coincides with the weighted global
error:

𝐸 [𝑖, 𝑗] = 𝐸
𝑤
[𝑖, 𝑗] , 𝑤

𝑓

𝑝
= 1 ∀𝑝 ∀𝑓. (10)
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Figure 6: Acoustic images. 𝑥-axis: angle (degrees); 𝑦-axis: range (m).

An analysis to determine if all the images contribute
equally in determining the ROC curve of the biometric
system was performed. The hypothesis was that there will
be images (associated with a position and a frequency)
that provide more information than others. The goal was
twofold: on the one hand, to detect themost relevant frequen-
cies/positions and, on the other hand, to reduce the complex-
ity of the system by eliminating those frequencies/positions
that provided less information.

At this point, the information that an image provided had
to be evaluated not only individually but also collectively to
establishwhich images provided supplementary information.
The ultimate goal was to obtain the set of images that allowed
us to minimize the EER value associated with the system,
taking the corresponding value using the global error as
a reference and where all images contributed to unitary
weights.

To evaluate the different hypotheses, a weight𝑤𝑓
𝑝
= 1—to

select an image—and a weight𝑤𝑓
𝑝
= 0—not to select it—were

defined.
The following studies were carried out:

(i) system analysis using a single image;
(ii) system analysis using all the images associated with a

position;
(iii) system analysis using all the images associated with a

frequency;
(iv) system analysis discarding all the images associated

with a position;
(v) system analysis discarding all the images associated

with a frequency;
(vi) System analysis discarding any𝑁 images.
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3.2.1. Individual Images. In this case, the individual informa-
tion—corresponding to a frequency 𝑓

𝑖
and a position 𝑝

𝑖
—

that each acoustic image provided to the biometric system
was analysed, assuming that the rest of the images were not
present. In order to achieve this objective, a unitary weight
was assigned to the image that corresponds to the selected
position and frequency, while the rest of the images had null
weights.

The result was equivalent to a biometric system consisting
only of an acoustic image. Calculating the EER value of the
system for each of the images, the following results were
obtained, as shown in Table 3.

Table 2: Morphological features.

Properties
ID Gender Constitution Height
00 Male Very strong Tall
01 Male Strong Average
02 Male Strong Average
03 Male Thin Tall
04 Male Normal Tall
05 Female Thin Tall
06 Female Strong Small
07 Female Thin Average
08 Female Strong Average
09 Female Normal Small

Table 3: Equal error rate using 1 image.

EER-1 image

Frequency 𝑝
1

(front)
𝑝
2

(front + arms)
𝑝
3

(back)
𝑝
4

(side)
𝑓
1
(6 kHz) 30.38 16.97 31.81 23.93

𝑓
2
(8 kHz) 33.44 16.61 28.67 27.09

𝑓
3
(10 kHz) 35.66 20.96 33.33 26.28

𝑓
4
(12 kHz) 34.60 16.00 33.89 26.44

It can be checked that the obtained values for each
case were very different, resulting in a minimum value of
EER = 16.61, for 𝑝

2
position (front with arms outstretched)

evaluated at frequency 𝑓
2
(8 kHz) and a maximum value of

the EER=35.66, for𝑝
1
position (front) evaluated at frequency

𝑓
3
(10 kHz).The ratio between EERmaximum andminimum

values was 2.14.
These results also highlighted that the images associated

with position 𝑝
2
(front with arms outstretched) were the ones

that provide the most information and, on the other hand,
images associated with position 𝑝

1
(front) and 𝑝

3
(back) were

thosewhich provide the least information, since theywere the
columns that had higher EER values.

It became clear that each type of images provided different
information and, therefore, it was not reasonable to assign all
images the same contribution/weight to the error function.

It was also verified that the EER value for a single acoustic
image was far superior to the value obtained when the 16
images were combined with unit weights (EER = 6.22). This
indicated that a single image was not enough to constitute a
biometric system based on acoustic signatures and that the
combination of various frequencies/positions was essential to
improve the system performance.

However, whenminimizing the complexity of the system,
the number of positions and frequencies was a relevant
parameter. So, it was of great interest to determine whether
the information associated with a position or a frequency
provided more or less information than the remaining posi-
tions/frequencies.Therefore, the following two sections show
the analysis of the performance of the system when using all
the images associated with a frequency or a position.
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Table 4: Equal error rate using 4 images associated with a position.

EER-4 images
𝑝
1

(front)
𝑝
2

(front + arms)
𝑝
3

(back)
𝑝
4

(side)
𝑓
1
+ 𝑓
2
+ 𝑓
3
+ 𝑓
4

25.80 9.52 24.25 16.52

Table 5: Equal error rate using 4 images associatedwith a frequency.

EER-4 images
𝑓
1

(6 kHz)
𝑓
2

(8 kHz)
𝑓
3

(10 kHz)
𝑓
4

(12 kHz)
𝑝
1
+ 𝑝
2
+ 𝑝
3
+ 𝑝
4

13.78 15.44 17.56 14.16

3.2.2. Images Associated with a Position. In this case, the
joint information of the 4 images associated with a specific
position, assuming that the rest of the images were not
present, was analysed. This was achieved by assigning a
unitary weight to those images corresponding to position 𝑝

𝑖

and a null weight to the rest of the images.
The result was equivalent to a biometric system consisting

only of 4 acoustic images. Calculating the EER value of the
system for each of the positions, the following results were
obtained, as shown in Table 4.

This gave a minimum value of the EER = 9.52 for position
𝑝
2
(front with arms outstretched) and a maximum value of

EER = 25.80 for position 𝑝
1
(front). The ratio between EER

maximum and minimum values was 2.71.
It was evident that the use of 4 images associated with

different frequencies improved substantially the EER values
of the individual case.However, it was surprising that the EER
value using a single image at position 𝑝

2
(the one associated

with frequency 𝑓
2
= 8 kHz) was lower than some values

obtained using 4 images (associated with positions 𝑝
1
or 𝑝
3
).

Clearly, there were significant differences in the informa-
tion associated with the different spatial positions.

3.2.3. Images Associated with a Frequency. In this case, the
joint information of the 4 images associated with a specific
frequency, assuming that the rest of the images were not
present, was discussed. For this case, a unitary weight was
assigned to the images corresponding to the frequency𝑓

𝑖
and

a null weight to the rest of the images.
The result was equivalent to a biometric system formed

only by 4 acoustic images. Calculating the EER of the
system for each of the frequencies, the following results were
obtained, as shown in Table 5.

A minimum value of the EER = 13.78 for frequency
𝑓
1
(6 kHz) and a maximum value of the EER = 17.56 for

frequency 𝑓
3
(10 kHz) were obtained. The ratio between EER

maximum and minimum values was 1.27.
These results showed that using 4 images associated with

different positions substantially improved the EER values
of the individual case. In this case, the value of EER using
a single image for the position 𝑝

2
(16.61) presented a value

that was equivalent to the EER value using 4 images (13.78
–17.56).

Clearly, there were no significant differences in the
information associated with the different frequencies.
An EER = 9.52 using 4 frequencies for the position 𝑝

2
(front

with arms outstretched) was obtained, clearly better than the
EER = 13.78 using 4 positions for the frequency 𝑓

1
(6 kHz).

The EER values obtained with 4 images were superior
to the EER values obtained using all the 16 images, so it
was necessary to extend the information by increasing the
number of images.

In the next two sections, 12 images were used, discarding
the images that correspond to a particular position or
frequency.

3.2.4. Images Discarding a Position. This case analysed the
information from 12 images associated with three of the
four positions, assuming that the rest of the images were
not present. A null weight was assigned to the images
corresponding to the position discarded, 𝑝

𝑖
, and a unitary

weight to the rest of the images.
The result was equivalent to a biometric system consisting

only of 12 acoustic images. Calculating the EER of the system
for each of the cases, the following results were obtained, as
shown in Table 6.

A minimum value of the EER = 5.79, excluding position
𝑝
1
(front), and a maximum value of the EER = 12.55, exclud-

ing position𝑝
2
(frontwith arms outstretched), were obtained.

Clearly, there were significant differences associated with the
discarded positions (EER maximum and minimum ratio =
2.16).

Thefirst conclusionwas that better results can be obtained
with 12 images (EER = 5.79) than with 16 images (EER =
6.22). Therefore, there were images associated with positions
that clearly provided information that degraded the biometric
system, rather than providing information to improve it.

In view of the previous results, position𝑝
1
(front) was not

significant in the presence of the information obtained from
positions 𝑝

2
, 𝑝
3
, and 𝑝

4
. It seemed evident that the system

could remove the images associated with position 𝑝
1
in order

to reduce its complexity.
As a second conclusion, in relation to the results obtained

using 4 images associated with a position, except for the com-
bination that excludes 𝑝

2
, working with 12 images improved

the performance of the biometric system. Note that the above
combination did not use position 𝑝

2
, which was shown to

be the one that contributed to the most information to the
system.

3.2.5. Images Discarding a Frequency. This case analysed the
information from 12 images associated with three of the
four frequencies, assuming that the rest of the images were
not present. A null weight was assigned to the images
corresponding to the frequency discarded, 𝑓

𝑖
, and a unitary

weight to the rest of the images.
The result was equivalent to a biometric system formed

only by 12 acoustic images. Calculating the EER of the sys-
tem for each of the frequencies, the following results were
obtained, as shown in Table 7.

Aminimum value of the EER = 7.34, excluding frequency
𝑓
1
(6 kHz), and a maximum value of the EER = 8.68,
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Table 6: Equal error rate using 12 images, discarding a position.

EER-12 images
𝑝
2
+ 𝑝
3
+ 𝑝
4

𝑝
1
+ 𝑝
3
+ 𝑝
4

𝑝
1
+ 𝑝
2
+ 𝑝
4

𝑝
1
+ 𝑝
2
+ 𝑝
3

𝑓
1
+ 𝑓
2
+ 𝑓
3
+ 𝑓
4

5.79 12.55 7.94 8.19

Table 7: Equal error rate using 12 images, discarding a frequency.

EER-12 images
𝑓
2
+ 𝑓
3
+ 𝑓
4

𝑓
1
+ 𝑓
3
+ 𝑓
4

𝑓
1
+ 𝑓
2
+ 𝑓
4

𝑓
1
+ 𝑓
2
+ 𝑓
3

𝑝
1
+ 𝑝
2
+ 𝑝
3
+ 𝑝
4

8.07 7.34 8.68 7.70
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Figure 9: Equal error rate versus number of removed images.

excluding frequency 𝑓
3
(10 kHz) were obtained. Clearly the

differences associated with the discarded frequencies were of
little significance (EERmaximum andminimum ratio = 1.18).

In this case, with 12 images (EER = 7.34), the system
did not work better than with 16 images (EER = 6.22).
Therefore, the use of multiple frequencies upgraded the
biometric features of the system.

3.2.6. Discarding 𝑁 Images. In view of the results, it was
interesting to analyse the behaviour of the system when 𝑁
images were discarded, where 𝑁 was any number between
1 and 14. In preliminary studies, 15 images, 12 images, and 4
images were discarded but always grouped by frequency or
by position.

In principle, discarding images means a reduction of
information, which should be reflected as an increase in
EER. However, in the previous section, it was shown that
discarding 4 images associated with a position provided the
best results. If this process of elimination of any frequency
and position was generalized, lower EER values could be
obtained.

This study was carried out to obtain the results shown in
Figure 9.

The EER value had a minimum for the case𝑁 = 5, where
the two combinationswith lower EERwere selected. For these

two cases the images included/discarded are presented in
Tables 8 and 9.

Given these results, and since the difference in the value
of EER was small, the case with a value of EER = 5.19
was the selected candidate. This case allowed the complete
elimination of all the images of position 𝑝

1
and, therefore,

simplified the capturing of images of the person from 4
positions to 3.This represented a 25% reduction in acquisition
time and in storage space.

By analysing the case 𝑁 = 4 the EER function had a
minimum value of 5.29. The two combinations with the
smallest EER values were selected. Their results are shown in
Tables 10 and 11.

Note that if combination number 4, which eliminated
position 𝑝

1
, was selected, a value of EER = 5.79, higher than

the selected for𝑁 = 5, could be obtained. On the other hand,
removing 𝑝

3
-𝑓
4
image improved the quality of the system,

since both for𝑁 = 4 and for𝑁 = 5 the candidates with lower
EER values did not include this image.

In conclusion, combination number 2 was selected with a
value of EER = 5.19.

3.3. Weight Optimization. If, instead of quantifying the
weights with unitary or null values, the value of the weights
was optimized tominimize the weighted global error𝐸

𝑤
[𝑖, 𝑗],

a value of EER lower than the results of the previous section
could be obtained.

The goal was to obtain the weights that minimized the
weighted global error, defined by

min(𝐸
𝑤
[𝑖, 𝑗])

󵄨󵄨󵄨󵄨𝑤
𝑓

𝑝

=

4

∑

𝑓=1

4

∑

𝑝=1

𝑤
𝑓

𝑝
𝐸
𝑓

𝑝
[𝑖, 𝑗] . (11)

Solving this optimization problem was complex because
it was a multivariate optimization problem whose com-
putational burden grew exponentially with the number of
variables or weights.

The analysis of the total number of possible combinations
required a very high computational cost in the order of 𝐶16,
where 𝐶 was the number of different discretized weight val-
ues, making the problem directly unfeasible. Considering the
results of Section 4, the number of weights to be optimized
could be reduced from 16 to 11, decreasing the computational
burden, although the process time was still too high.

A preliminary analysis of the error function indicated that
it was a nonconcave space with multiple local minima, so
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Table 8: Equal error rate with 5 images removed (combination number 1).

EER = 5.14
𝑝
1

𝑝
2

𝑝
3

𝑝
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

1 0 0 0 0 1 1 1 1 1 1 0 1 1 1 1

Table 9: Equal error rate with 5 images removed (combination number 2).

EER = 5.19
𝑝
1

𝑝
2

𝑝
3

𝑝
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

0 0 0 0 1 1 1 1 1 1 1 0 1 1 1 1

Table 10: Equal error rate with 4 images removed (combination number 3).

EER = 5.29
𝑝
1

𝑝
2

𝑝
3

𝑝
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

𝑓
1

𝑓
2

𝑓
3

𝑓
4

0 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1

Table 11: Equal error rate with 4 images removed (combination number 4).
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those algorithms based on the technique of the gradient could
not be used. In practice, an optimization algorithm based
on Powell’s method [23] was used. This algorithm was based
on directional searches and recursion and it significantly
reduced the computational burden.

Firstly, the 11 weights associated with the images that
were selected in the previous section were optimized. After
that, the optimization with 16 images was performed in order
to verify whether the exclusion of images had reduced the
system performance.

3.3.1. Optimization with 11 Images. The obtained results
yielded a value of EER = 4.17.The optimal vector of weights is
shown in Table 12.

Then, in order to validate whether the deleted informa-
tion contained in the 5 discarded images could improve the
biometric performance of the system, an optimization was
carried out for the 16 images.

3.3.2. Optimization with 16 Images. The obtained results
yielded a value of EER = 4.00. The optimal vector of weights
is shown in Table 13.

Note that the weights associated with position 𝑝
1
were

much lower than the weights for the other positions. This
validates the hypothesis that the data associated with this
position provided very little information to the biometric
system.

Since the EER value obtained with 16 images was lower
than the EER value achieved with 11 images, the next step was

to analyse whether increasing the number of images could
improve the performance of the system.

3.3.3. Optimization with 12 Images. In this case, multiple
combinations were tested, obtaining a value of EER = 4.0 for
the case that discarded all the images of position 𝑝

1
, as shown

in Table 14.
It is not necessary to analyse the results of a larger number

of images, since in this case with𝑁 = 12 images, the obtained
EER value was equivalent to the case of 𝑁 = 16. Therefore,
discarded images did not provide meaningful information to
the biometric system.

Optimal vectors for 𝑁 = 12 and 𝑁 = 16 were quite
different. However, in both cases, the net information was the
same, due to the fact that the value of the obtained EER was
equivalent. Using 16 images, the information was redundant
and therefore the information could be distributed among
multiple images. But, using 12 images the information could
only be obtained from the 12 selected images.

In any case, it should be noted that there were multiple
combinations of weights which lead to the same value of
EER for a fixed number of images. This fact showed that the
function has multiple minima, as it was a very complex error
surface.

Figure 10 shows the ROC functions for the case of𝑁 = 12

with optimized weights compared to the case 𝑁 = 12 with
unitary weights.

It is observed that the optimization process had signifi-
cantly improved the performance of the biometric system.
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Table 12: Equal error rate with 11 images with optimized weights.
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Table 13: Equal error rate with 16 images with optimized weights.
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Table 14: Equal error rate with 12 images with optimized weights.
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Figure 10: ROC function with 12 images: unitary weights versus
optimized weights.

In a similar way, Figure 11 shows the ROC functions for
the case of 𝑁 = 16 with optimized weights compared to the
case 𝑁 = 16 with unitary weights, previously published and
summarized in Section 3.1.

Again, it can be observed that the optimization process
had improved the performance of the biometric system.

Finally, Figure 12 shows ROC functions for the case of
𝑁 = 12 with optimized weights, comparing it to the case
𝑁 = 16, also with optimized weights.
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Figure 11: ROC function with 16 images: unitary weights versus
optimized weights.

It is observed that the performance obtained with 12
images was equivalent to the one obtained with 16 images.

This study highlighted that the selection of 12 images
along with optimization techniques allowed a substantial
improvement in the performance of the biometric system
while reducing the number of images required.

The original biometric system using 16 images and uni-
taryweights yielded a value of EER=6.22, and the new system
using 12 images and optimized weights yielded a value of EER
= 4.00. There was an improvement of over 30%.
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Figure 12: ROC function with 12 images versus 16 images with
optimized weights.

4. Conclusions

Based on the results obtained in a preliminary publication,
where 16 acoustic images of a person—working with 4 fre-
quencies and 4 positions—were used, a methodology for the
selection of the most significant images in the face of the
biometric system performance was developed.

Each acoustic image that is associated with a position and
a frequency provides and shares information that allows to
discriminate people from each other.

On a first stage, the contribution of each acoustic image
to the biometric system was analysed, assuming that all
the images had a unitary or a null weight. We reached
the conclusion that with 11 images we can obtain the same
performance that with the 16 images. In addition, the images
associated with the front position (𝑝

1
) are those that provide

less information, since much of it can be obtained from the
images of the remaining positions. This analysis was carried
out measuring the value of EER and selecting an increasing
number of images, until the value of EER was minimized.

Afterwards, on a second stage, weights for 11 images
were optimized, where the EER value obtained was close to
the one obtained optimizing 16 images. We arrived at the
conclusion that using 12 acoustic images, which correspond
to the positions front with arms outstretched, side and back,
the minimum value of the EER can be obtained. This EER
value coincides with the value obtained for 16 images.

On the basis of the developed methodology, the selection
of acoustic images made on the first stage reduced the
number of images and, therefore, significantly reduced the
computational burden of the optimization. It was confirmed
that the selected acoustic images are essentially the images
that must be included in the optimization stage.

Currently, the research group is analyzing the system
performance using new frequencies and new metrics not
based on MSE.
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corta, “Performance evaluation of a biometric system based on
acoustic images,” Sensors, vol. 11, no. 10, pp. 9499–9519, 2011.

[17] D. K. Barton, Radar System Analysis and Modeling, Artech
House, Norwood, Mass, USA, 2005.

[18] M. I. Skolnik, Introduction to Radar Systems, McGrawHill, New
York, NY, USA, 3rd edition, 2001.
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Human-elephant conflict is a major problem leading to crop damage, human death and injuries caused by elephants, and elephants
being killed by humans. In this paper, we propose an automated unsupervised elephant image detection system (EIDS) as a solution
to human-elephant conflict in the context of elephant conservation. The elephant’s image is captured in the forest border areas and
is sent to a base station via an RF network. The received image is decomposed using Haar wavelet to obtain multilevel wavelet
coefficients, with which we perform image feature extraction and similarity match between the elephant query image and the
database image using image vision algorithms. A GSM message is sent to the forest officials indicating that an elephant has been
detected in the forest border and is approaching human habitat. We propose an optimized distance metric to improve the image
retrieval time from the database. We compare the optimized distance metric with the popular Euclidean and Manhattan distance
methods. The proposed optimized distance metric retrieves more images with lesser retrieval time than the other distance metrics
which makes the optimized distance method more efficient and reliable.

1. Introduction

The Asian elephant (Elephas maximus) is highly threatened
by habitat fragmentation, habitat loss, and human-elephant
conflict. India hosts 60% of Asian elephant population,
nearly two-thirds of the elephant population lives either close
to or within human-dominated landscapes. Southern India
harbors half of India’s elephant population containing about
6300 elephants [1].The increase in humanpopulation in India
propelled by agricultural and industrial growth has led to
the conversion of the forest lands into human settlements.
Due to this, the wild elephant and other animal populations
face acute shortage of resources such as water and food,
making them move often into the human habitat. Hence,
there has been severe man-elephant conflict. The conflict
has been on the rise in the forest border areas with herds
of wild pachyderms straying into human habitation [2]. The
surveillance and tracking of these herds are difficult due to

their size and nature of movement. The time to recover from
the danger is negligible; hence, the loss due to destruction in
the farms is more. The elephants are also subject to attack by
humans resulting in danger to the life of elephants. According
to the authors in [3], poaching for ivory had indeed become
a threat with 100–150 tuskers being lost annually to illegal
killings.

Human-elephant conflict (HEC) is a key example of
the growing competition between people and wildlife for
space and resources throughout Africa and Asia. This study
explores the correlation of reported HEC incidents within
58 villages between 80 km from the boundary of Kallar to
Walayar, Coimbatore, Tamil Nadu, India. Habitat loss and
fragmentation is the biggest threat to the continuing survival
of Asian elephants in this region. In addition to food crops,
forests are being logged for their timber or cleared to make
space for cash crop plantations such as rubber, tea, and palm.
As the human population has inexorably risen, the forest
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wild lands in which elephants live have been disappearing.
Human-elephant conflict is on the rise and it is a battle that
the elephant is losing. As elephant habitat diminishes, the
elephants are pushed into increasingly smaller areas. This
increases the population density to beyond sustainable levels
and food availability grows short. The shortage of fodder has
a negative impact on rates of reproduction; hence, normal
birth rates begin to decrease. The serious consequence of the
shortage of wild food leads to a corresponding increase of
crop raiding and incidents of human-elephant conflict [3].

Human-elephant conflict is a rapidly expanding area of
research, with conservationists working hard to understand
the circumstances under which tensions are the highest
between humans and elephants. A number of factors con-
tribute to such conflicts, including population density of
humans, elephant habitat structure, weather, time of year,
and animal life [4]. A study made in the region of interest
shows that elephants move into human habitation due to
many reasons.

(i) Fences and trenches compromised by people who
need access to forests.

(ii) Farm lands may funnel them to unprotected adjacent
villages.

(iii) Badly planned barriers that do not take elephant
behavior into consideration.

(iv) Denying elephant access to a critical water source or
foraging area.

(v) Human activities create abundant secondary vegeta-
tion that brings elephants closer to human settle-
ments.

(vi) Artificially maintained water sources attract ele-
phants during drought.

(vii) Traditional migration routes severed by human inter-
vention (e.g., canals, power installations, and cattle
fences).

The obvious conclusion to be drawn is that there is no
single cause or explanation to account for human-elephant
conflict; situations are circumstantial and complex. Rather,
elephants and agriculturemix in numerouswayswith varying
consequences. Human population growth and land occu-
pation for settlement may heighten conflict with elephants.
However, it is generally the borders of forests that are the focal
points of conflicts. Minimizing human-elephant conflict to
reduce the risk of life of both human beings and elephants is
of utmost importance. Elephant conservation issues can be
divided into two distinct categories:

(1) activities that affect elephants directly such as hunt-
ing/poaching and capture;

(2) developmental activities and human activities leading
either to the loss of elephant habitat or its qualitative
degradation.

Many methods are followed to avoid HEC. Construction
of elephant proof trenches is being done all over the world. In

[5], Fernando et al. discussed solar fencing to avoid elephant-
human conflict. In [6], King et al. presented the concept of
using beehives to mitigate elephant crop depredation. In [7],
Loarie et al. discussed about the role of the artificial water
sources which allow elephants to reside in forests during
dry seasons. In [8], the authors discussed the potential use
of satellite technology for conflict mitigation. The elephants
tagged with radio collars react violently and damage it and
even the elephants die. In [9], Venter andHanekom proposed
the possibility of using the elephant-elephant communication
(elephant rumbles) to detect the presence of a herd of
elephants in close proximity, In this work, the authors have
recorded the low frequency infrasound pattern, but they
do not compare with that of other animals to confirm an
elephant occurrence. In [10], Vermeulen et al. proposed
unmanned aircraft system to survey elephants, in which
the elephant images are acquired at a height of 100m but
the small flight time and being expensive do not make it
viable. In [11], Dabarera and Rodrigo proposed appearance
based recognition algorithms for identification of elephants.
Given the frontal face image of an elephant, the system
searches the individual elephant using vision algorithms and
gives the result as, already identified elephant, or as a new
identification. In [12], Ardovini et al. present an elephant
photo identification systembased on the shape comparison of
the nicks characterizing the elephant’s ears. In [13], Goswami
et al. addressed identifying elephants from photographs,
and comparing resultant capture recapture-based population
parameter estimates using supervised visual identification of
individual variations in tusk, ear fold and lobe shape. The
authors show that this is a reliable technique for individ-
ual identification and subsequent estimation of population
parameters. But in real time, the capture of elephant’s front
image is not possible.

It is easier to chase elephants before they enter fields and
therefore most damage can be averted [3]. Guarding from
watch towers, patrolling, and trip wire alarms provide farm-
ers with advance warning of approaching elephants. Once
the animals are detected, active crop guarding devices using
light and noise are deployed to chase them away. An early
warning system to minimize the human-elephant conflict in
the forest border areas is proposed in this paper. The system
helps mitigate such conflicts in two ways:

(i) providing warning to people about the anticipated
entry of elephants into human habitation;

(ii) providing advance information to the authorities to
take action to chase the pachyderms back to the forest.

An early warning system to minimize the human-ele-
phant conflict in the forest border areas using image pro-
cessing is proposed in this paper. The system helps to detect
the elephants even in the presence of other wild animals like
Bison, Tiger, andDeer, and so forth.The system also identifies
the elephants coming in groups. The reliability of elephant
detection is tested and the time to detect the elephant images
is optimized with the proposed optimized distance metric.
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Figure 1: Map showing study area of the Coimbatore district in
Tamil Nadu.

2. Study Area

Studies were made in the Coimbatore Forest Division, Tamil
Nadu, India, as shown in Figure 1. The data were collected
from the Coimbatore Forest Department website and inter-
views with village people affected by elephants and relevant
literature. Coimbatore district is richly endowed with hills,
forests, rivers, and wildlife. Geographical area of the district
is 74,433.72 sq. kmwith a forest area of 693.48 sq. km (9.33%).
The forest of Coimbatore district is divided into two divisions.

South of Palghat Gap lies in the Anamalai Wildlife
Sanctuary, which has been designated as a Tiger Reserve in
2008. North of Palghat lies in the Coimbatore forest division.
This division is bounded in the north and northwest by
Sathyamangalam, Erode, Nilgiris North, and Nilgiris South
forest divisions and in the west and southwest by Palghat
forest division of Kerala. Coimbatore Forest Division is
spread over 693.48 sq. km in six ranges, of which 400 sq. km
is conflict prone. The division has 58 villages and 315 km of
forest boundary.

Six elephant corridors within the Coimbatore forest divi-
sion are shown in Figure 2. Namely, Jaccanari-Vedar Colony
(Corridor 1) in which the length of the corridor is about
12 kmandwidth ranges from0.2 to 1.5 km. InKallar-Jaccanari
(Corridor 2), the length of the corridor is 7 km and width
ranges from 0.2 to 1.5 km. In Kallar-Nellithurai (Corridor 3),
the length of the corridor is 10.8 km and width ranges from
0.25 to 3 km. InAnaikatti-Veerapandi (Corridor 4), the length
of the corridor is 21 km and effective width ranges from 0.1 to
1.5 km. InMaruthamalai-Thanikandy (Corridor 5), the length
of the corridor is 13 km and effective width ranges from 0.4 to
1.5 km. And in Kalkothi-Walayar (Corridor 6), the length of
the corridor is 21 kms the effective width ranges from 0.2 to
0.9 km.

In total, there are 85 kms of elephant corridor in the
district needs to be protected from human-elephant conflict.
The region is also a part of the crucial elephant corridor in
this region [4] amounting to a total of 691–914 elephants
found in this region.The elephant is one of the most conflict-
prone wildlife species in India, causing large-scale damage

Figure 2: Corridors used by Elephants in the forest border area of
Coimbatore.

to crops and human lives. Each year, nearly 400 people and
100 elephants are killed in conflict related instances in India,
and nearly 500,000 families are affected by crop damage.
Several reasons including habitat fragmentation, degradation
of habitat quality, loss of forest cover, laxity in management
of physical barriers, and other causes have been cited for the
human-elephant conflict (HEC) in the country.

The human habitats bordering the forests around Coim-
batore city in south western India are seeing severe human-
elephant conflict as the expanding human population pro-
pelled by industrial and agricultural growth is increasingly
fragmenting elephant habitat in this landscape. The number
of incidents of elephants straying into farm lands was 680 in
2011, 844 in 2010, and 560 in 2009. The number of people
killed in elephant attacks in Coimbatore was 13 in 2012, 8 in
2011, 15 in 2010, and 11 in 2009.Thenumber of elephants killed
by such conflicts was 4 in 2012, 1 in 2011, 1 in 2010 and 2 in
2009 as shown in Figure 3 (Courtesy: theHindu, Coimbatore,
February 5, 2013).

In this region, train hit accidents occur frequently when
the elephants try to pass the rail track Walayar, Coimbatore,
railway section which is on the forest border area.Thus it has
resulted in the death of 20 elephants in the last five years.
However, it is generally the edges of forest that are to be
protected as those are the focal points of conflict.

Humans go into the forest to graze cattle in day time
and guard crops at night and therefore run a higher risk of
being killed by elephants. They also try to ride elephants by
throwing stones and sticks for which the elephants react hard
and even kill the humans. Elephants that wait near villages for
nightfall to eat crops have also been known to kill people [3].
During the period 1999–2011, there had been 1,822 incidents
of crop damage and 53 cases of property damage caused by
elephants and the compensation disbursed was Rs. 2.19 crore.

3. Material and Methods

In our previous work [2], seismic geophones used as sensors
are buried under the ground to detect the movements of
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Figure 3: Human and elephant loss in Coimbatore district.

elephants in forest border areas. Elephants walking in the
sensing range of the geophones produce vibration which is
converted to an electrical signal, processed in an embed-
ded controller and an SMS is sent to the forest officials
for necessary action. In such intrusion detection systems,
there is a possibility of insufficient vibrations sensed by the
geophones as a consequence of weather conditions like rain
and soil moisture. Due to this, it may miss the event, that
is, elephant movement. An image processing based approach
is developed as a solution to the above said problem to
identify an intruding elephant in human living areas. The
elephant comes out of the forest through certain pockets to
enter into human living areas for getting food and water.
The cameras mounted on towers or trees capture the image
of the intruding elephant which is sent to the base station
using RF network. The received image is processed in a PC
at the base station and is compared with the stored database
image of elephants. The snapshot from the video is taken
every 5 seconds and compared with the database image.
This image is also updated in database and added. On an
image match, an SMS is sent to the forest officials through
the GSM transceiver connected with the PC. The hardware
setup consists of wireless camera, PIR sensor with signal
control module, Atmega microcontroller, GSM module, and
the power supply. PIR motion sensor detects the movement
and it switches the camera to the capture mode; the camera
captures the image over a 20-meter distance. The whole
hardware setup is shielded withmetal cast to protect from the
rain. The elephant pockets in the corridors are identified and
these setups are installed to monitor the movement of these
herds.

3.1. Elephant Image Detection System. Elephant Image Detec-
tion System (EIDS) algorithm is developed in this work. A
database of 114 images is created by capturing 2 elephants in

different postures. Images of elephants in the Sadivayal ele-
phant camp in Coimbatore, South India, have been taken and
used in this work. The elephant database images are feature-
extracted using Haar wavelet technique and clustered into
groups by using𝐾-means clustering. A similarity comparison
is made by determining the number of significant coefficients
in common between the query signature and the signatures
of the database using 𝐹 Norm theory. The searched elephant
images are then arranged according to the similarity value
obtained in a decreasing order. If the matched images are
more than 5, an elephant detected message is sent through
the GSM to the mobile phone numbers stored in the system.
Once the procedure is complete, the system captures the
next image and performs the same steps to detect elephants.
The Haar wavelet decomposition of elephant image in RGB
color space is represented at multiple scales [14]. The Haar
wavelet decomposition is computed by iterating difference
𝑑
𝑖
and average 𝑎

𝑖
between odd and even samples 𝑠

𝑖
of the

elephant image. Averaging and differencing the elephant
image elements are done as follows:

𝑎
𝑖
=
𝑠
𝑖
+ 𝑠
𝑖+1

2
, 𝑑

𝑖
=
𝑠
𝑖
− 𝑠
𝑖+1

2
. (1)

If an elephant image data set 𝑆
1
, 𝑆
2
, . . . , 𝑆

𝑁−1
contains𝑁 ele-

ments, there will be𝑁/2 averages and𝑁/2wavelet coefficient
values [15]. The averages are stored in the upper half of the𝑁
element array and the difference coefficients are stored in the
lower half of the array.The averages become the input for the
next step in the wavelet computation, for iteration 𝑖 + 1,𝑁

𝑖
=

𝑁
𝑖/2
. The recursive iterations continue until a single aver-

age and a single difference are calculated [16].The scaling and
wavelet values are represented by ℎ

𝑖
and 𝑔

𝑖
, respectively, and

are given in (2) and (3). The values of scaling coefficients are
given as

ℎ
0
= 0.5, ℎ

1
= 0.5, (2)

and the values of wavelet coefficients are given as

𝑔
0
= 0.5, 𝑔

1
= −0.5. (3)

The Haar transform is shown in matrix form as follows:

ℎ
0
ℎ
1
0 0 ⋅ ⋅ ⋅

𝑔
0
𝑔
1
0 0 ⋅ ⋅ ⋅

0 0 ℎ
0
ℎ
1
⋅ ⋅ ⋅

0 0 𝑔
0
𝑔
1
⋅ ⋅ ⋅

(4)

The Haar transform for an eight element signal is shown in
the following equation. Here, the signal is multiplied by the
forward transform matrix 𝐴:

[
[
[
[
[
[
[
[
[
[

[

𝑎
0

𝑎
1

𝑎
2

𝑎
3

𝑑
0

𝑑
1

𝑑
2

𝑑
3

]
]
]
]
]
]
]
]
]
]

]

= 𝐴 ⋅

[
[
[
[
[
[
[
[
[
[

[

𝑠
0

𝑠
1

𝑠
2

𝑠
3

𝑠
4

𝑠
5

𝑠
6

𝑠
7

]
]
]
]
]
]
]
]
]
]

]

, (5)
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where

𝐴 =

[
[
[
[
[
[
[
[
[
[

[

0.5 0.5 0 0 0 0 0 0

0.5 −0.5 0 0 0 0 0 0

0 0 0.5 0.5 0 0 0 0

0 0 0.5 −0.5 0 0 0 0

0 0 0 0 0.5 0.5 0 0

0 0 0 0 0.5 −0.5 0 0

0 0 0 0 0 0 0.5 0.5

0 0 0 0 0 0 0 −0.5

]
]
]
]
]
]
]
]
]
]

]

. (6)

Since the columns of the 𝐴
𝑖
’s are orthogonal to each other,

each of these matrices is invertible with respect to 𝐴
𝑖
. The

elephant database images are decomposed into multilevel
coefficients from −1 to −𝐽 levels. After decomposition, feature
vectors for all the elephant images in the database are
obtained using 𝐹-norm theory [17] as given in (7) and (9).
Every image is considered as a square matrix. 𝐴 is a square
matrix and𝐴

𝑖
is its 𝑖th-order submatrix.The 𝐹-norm of𝐴

𝑖
is

given as

󵄩󵄩󵄩󵄩𝐴 𝑖
󵄩󵄩󵄩󵄩𝐹 = [

𝑖

∑

𝐾=1

𝑖

∑

𝐼=1

󵄨󵄨󵄨󵄨𝑎𝐾𝐼
󵄨󵄨󵄨󵄨
2

]

1/2

. (7)

Let
Δ𝐴
𝑖
=
󵄩󵄩󵄩󵄩𝐴 𝑖
󵄩󵄩󵄩󵄩𝐹 −

󵄩󵄩󵄩󵄩𝐴 𝑖−1
󵄩󵄩󵄩󵄩𝐹,

󵄩󵄩󵄩󵄩𝐴0
󵄩󵄩󵄩󵄩𝐹 = 0. (8)

The feature vector of 𝐴 is defined as
𝑉
𝐴𝐹
= {Δ𝐴

1
, Δ𝐴
2
, . . . , Δ𝐴

𝑛
} . (9)

Vector elements in the feature vector are represented by
Δ𝐴
𝑖
and Δ𝐵

𝑖
. The similarity between the two images is given

by the following similarity criteria [16]. Let𝛼
𝑖
be the similarity

of Δ𝐴
𝑖
and Δ𝐵

𝑖
as follows:

𝛼
𝑖
=

{{

{{

{

min (Δ𝐴
𝑖
, Δ𝐵
𝑖
)

max (Δ𝐴
𝑖
, Δ𝐵
𝑖
)
, Δ𝐴

𝑖
̸=0 or Δ𝐵

𝑖
̸=0,

1, Δ𝐴
𝑖
= Δ𝐵
𝑖
= 0.

(10)

Similarity between the two images lies in between 0 ≤ 𝛼 ≤
1. The images in the database are arranged according to the
similarity match with the query image.

3.2. 𝐾-Means Clustering Algorithm. Clustering is a process
of grouping the similar objects from a given data set. The
most popular and reliable clustering algorithm is the𝐾means
clustering algorithm that classifies the input data points into
multiple classes based on their inherent distance from each
other. Let 𝑆 = {𝑆

𝑖
, 𝑖 = 1, 2, . . . , 𝑁} be the 𝑛-dimensional

data points to be clustered into a set of 𝐾-clusters, 𝐶 =

{𝐶
1
, 𝐶
2
, 𝐶
3
, . . . , 𝐶

𝐾
} [18] from the given elephant data set

𝑋 = {𝑥
1
, . . . , 𝑥

𝑁
}, 𝑥
𝑛
∈ 𝐸
𝑑. The𝑀-clustering problem aims

at partitioning the elephant data set into𝑀 disjoint subsets
(clusters) 𝐶

1
, . . . , 𝐶

𝑀
. The most widely used clustering crite-

rion is the Euclidean distance [19]. Based on this criterion,
the clustering of elephant images is grouped depending on
the cluster centers𝑚

1
, . . . , 𝑚

𝑀
as given below

𝐸 (𝑚
1
, . . . , 𝑚

𝑀
) =

𝑀

∑

𝑖=1

𝑀

∑

𝑘=1

𝐼 (𝑥
𝑖
∈ 𝐶
𝑘
)
󵄩󵄩󵄩󵄩𝑥𝑖 − 𝑚𝑘

󵄩󵄩󵄩󵄩
2

, (11)

where 𝐼(𝑋) = 1 if𝑋 is true and 0 otherwise.

3.3. Proposed Optimized Distance Metric. In this paper, a
novel distance metric called optimized distance measure
integrated with 𝐾-means clustering algorithm to improve
retrieval time is proposed. We have used the distance metrics
in the work for (i) finding similarity between two images and
(ii) ordering a set of images based on their distances from
a given image. In many image retrieval systems, Euclidean
[18] and Manhattan [20] are the popular distance measure
algorithms used. We carried out a study on the above two
similarity measures and proposed a new distance method
called optimized distance measure. The proposed method
retrieved more images with faster retrieval rate than the
other two methods. The Euclidean distance measures [18]
are suitable for the correlation between quantitative and
continuous variables and are not suitable for ordinal data and
it is given as

𝐷 = √(𝑅
𝑐
− 𝑅
𝑔
)
2

+ (𝐺
𝑐
− 𝐺
𝑔
)
2

+ (𝐵
𝑐
− 𝐵
𝑔
)
2

, (12)

where (𝑅
𝑐
, 𝐺
𝑐
, 𝐵
𝑐
) are centroids and (𝑅

𝑔
, 𝐺
𝑔
, 𝐵
𝑔
) are the

pixel points or data points. Most of the time is spent to
calculate the square root, so it is basically time consuming.
TheManhattan distance is the absolute sum of the horizontal
and vertical components of the image data matrix. This
is essentially a consequence of being forced to adhere to
single-axis movement; one cannot move diagonally in more
than one axis simultaneously and, is given in the following
equation:

Distance 𝑑 = ∑
𝑠
𝑖
∈𝑐
𝑘

󵄩󵄩󵄩󵄩𝑠𝑖 − 𝜇𝑘
󵄩󵄩󵄩󵄩 . (13)

Whenever each pair is in nonempty intersection, there exists
an intersection point for the whole collection; therefore,
the Manhattan distance forms an injective metric space.
In the proposed optimized distance method for the given
query image only the distance related cluster is searched.The
optimized distance metric is given as

𝐷 =

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝑛

∑

𝑖=0

[(𝑅
𝑐
− 𝑅
𝑔
)
3

+ (𝐺
𝑐
− 𝐺
𝑔
)
3

+ (𝐵
𝑐
− 𝐵
𝑔
)
3

]

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

. (14)

The optimized method computes the cube power of the
distance between the centroid and color pixel points of
the three colors and determines the summation of all the
added values. The modulus of the whole summed values is
calculated to get the distance value.

4. Results and Discussion

The field observations are carried out in the forest border
areas in Sadivayal elephant camp. The hardware setup was
arranged to capture the image of elephants. The wireless
camera was mounted on a wood stick and the camera was
battery powered with 12V. Using RF receiver, the video
received is converted to image frames using camcorder
software in PC. The elephant image frames are stored in the
PC memory and updated every 5 seconds. Figure 4 shows
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Figure 4: Retrieved online elephant image.

the online EIDS window in which 12 elephant images are
retrieved in 6.33 seconds.The elephant images are arranged in
the order of similarity value obtained. As the retrieved images
are more than 5, a GSM message “Elephant Detected” is sent
using the AT command.

In this work, we performHaar wavelet decomposition on
the raw elephant image, by determining the scaling coefficient
and largest wavelet coefficients. The scaling coefficient is
stored along with the difference and location (𝑖, 𝑗) of each
wavelet coefficient for every image [15]. The 3-level decom-
posed query elephant image is shown in Figure 5. Using the
3-level wavelet decomposition, the highest and informative
elephant image features are extracted from the coefficients.
These features are used during the process of the query
and database image comparison of the elephants. The Haar
wavelet transform of the elephant is calculated by passing it
through a series of filters (high and low pass filters) and then
downsampled, as we can see from Figure 6.

At each level, the elephant image is decomposed into
low and high frequencies, and this decomposition halves the
resolution since only half the number of samples is retained
to characterize the entire image. The Haar wavelet leads to a
decomposition of coefficients at level 𝑗 in four components,
and at level 𝑗 + 1. Due to successive downsampling by 2, the
image length must be a power of 2, or a multiple of a power
of 2, and the length of the image determines the maximum
levels into which the elephant can be decomposed.

The Haar wavelet coefficients of different species are
plotted and shown in Figure 7. The Haar wavelet coefficient
of each species varies with the elephant image and can be
distinguished from other animals.

The value of wavelet coefficients of elephant and bison is
closer because the major color is black for both species and
the value lies in between 90 and 95. The coefficients for tiger
and deer possess higher band in between 120 and 130. The
obtained elephant coefficient is averaged to get the threshold
value. We fix 0.6 as threshold value to obtain the similar

Figure 5: 3 Level decomposed query elephant image.

Figure 6: Downsampled decomposed elephant image.

elephant images from the database image for the given query
image.

TheEIDS system is tested offlinewith elephant and nonel-
ephant images. All the images used in this work are in the
dimensions of 3648 × 2763. We also tested the system for
group of elephant images and it is shown in Figure 8.

The elephant normally moves in herds in the forest
borders during the period of migration. For the given query
image, the system retrieved 13 images in 6.462 seconds. We
tested the system with group of elephant images of different
sizes and postures. Nonelephant images like bison, bear, deer,
monkey, and human which are the most commonly seen
species around forest border areas are given as query, which
produced zero image search result. We tested the case with a
bison image as it is of similar color texture as that of elephants
for which the system retrieved zero search images. On zero
search result, no alert is made; hence, GSM message is not
sent.
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Figure 7: Wavelet Coefficients for Different Species.

Figure 8: Retrieved elephant group image.

We compared the three distance measures with the num-
ber of images retrieved, retrieval time, and the retrieval rate
per image. The Euclidean scheme produced 20 retrieved
images with retrieval time of 21.544 seconds and the retrieval
rate per image is 1.077 seconds. The Manhattan scheme
produced 22 retrieved images with retrieval time of 15.067
seconds and the retrieval rate per image is 0.684 seconds. For
the proposed optimized distancemetric, the images retrieved
were 27 as shown in Figure 9 with retrieval time of 15.028
seconds and the retrieval rate per image is 0.556 seconds.

A comparison between all the distancemethods is carried
out in this work and the results are shown in Figure 10. It is
observed that the proposed method retrieves more images
with lesser time compared to the other two methods.

The optimized retrieval rate improvement over another
distance metric is 18%. To assess the retrieval effectiveness,
10 query elephant images are selected and tested.The average
retrieval time per query elephant image is calculated for all

Figure 9: Retrieved images for optimized distance metric.
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the three distance measures and the results are shown in
Figure 11.The retrieval time per image is less for the proposed
distance metric compared to other methods as the metric
retrieves more images which are closer to the cluster center.
The images are also retrieved in lesser time interval. Due to
reduction of computational time and higher image retrieval
rate, the time to react for the elephant intrusion is improved
using the proposed method.

The recall rate [21] is defined as the ratio of the number
of relevant (same shape and position) retrieved images to the
total number of images in the database

Recall rate =
Number of relevant images retrieved
Total number of images in database

. (15)
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We compare image recall rate for the threemethods as shown
in Figure 12. It is observed that the optimized distance metric
is 16% better thanManhattan and 18.5% better than Euclidean
methods. We also tested the algorithm by varying the cluster
formation. Table 1 shows the variation of number of images
retrieved, retrieval time, and retrieval rate per image.

When we fix 2 clusters, 14 images were retrieved and the
retrieval time for the 14 images was found to be 10.884 and
the retrieval rate per image is 0.777.

Table 1: Database clustering for different 𝐾 values.

𝐾

Number of
retrieved
images

Retrieval time
for images

Retrieval rate
per image

2 14 10.884 0.777
3 12 7.604 0.6336
4 12 7.242 0.6032
5 9 4.949 0.5498

Table 2: Comparison between the online and offline observations.

Image threshold Image distance Retrieved images
Offline Online Offline Online

0.4 1.0–0.49 0.57–0.36 22 12
0.5 1.0–0.49 0.44–0.34 22 6
0.6 1.0–0.59 0.47–0.38 17 5
0.7 1.0–0.74 0 2 0

We varied the cluster𝐾 value from 2 to 5 and recorded the
corresponding number of retrieved images and the retrieval
rate per image from the database for the query image given.
It is seen that for small number of clusters more images were
retrieved and for higher number of clusters the retrieved
images were less in number as shown in Figure 13. So for our
analysis, we fix 2 clusters in order to retrieve more images
from the database.

A comparison was made between of offline and online
elephant image detection system. In the online system for the
threshold values 0.4 to 0.6, the number of images retrieved
varied from 5 to 12 and for offline system, it produced 17 to 22
images.This variation is due to the camera posture and image
capture in frame.The requirednumber of 5 images is achieved
in online system with the proposed optimized distance
method that makes the system efficient and reliable. The
result comparison between the online and offline detection
system is recorded in the Table 2.

5. Conclusion

In conclusion, the findings of our work contribute to elephant
conservation issues. The work provides solutions to human-
elephant conflict. The study provides insights to protect
elephants from human activities and reduces the work effort
of forest officials.The real time elephant identification system
provides solutions to the problem of human elephant conflict
and provides solution for unsupervised process of individual
species identification specifically for elephants. The system is
completely automated; the strength of this approach stems
from the ability to narrow down the collection of potential
matches in the database with the query image. Optimal
results for automated identification of individual elephants
are obtainedwith the algorithmdeveloped and is used to rank
the most likely matches, followed by final supervised visual
identifications and also with an early warning sent to the
forest officials about the arrival of elephants from the forest
borders into the human habitat. The real time automated
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approach minimizes the manual work which is not possible
all the time because it is difficult to monitor the presence
of elephants manually when the herds march towards the
forest borders. More importantly, our results demonstrate the
importance of certainty in identifying approaching elephants
in to human living areas and provide early warning about the
elephant entry into the human habitat. We therefore recom-
mend the use of the real time image processing technique to
identify an approaching individual elephant as well as a group
of elephants.The system can be implemented in forest border
areas.We also solve the traits for distinguishing species where
animals are differentiated on the basis of Haar wavelet color
attributes. In the context of elephant conservation, the real
time automated image processing system can be used for
the elephant ecology learning, population monitoring, ele-
phant habitat usage, commercial ivory poaching and human-
elephant conflict. The system can also be deployed along
forest border migration routes or at water holes and food
plantation areas for elephant tracking and monitoring.

In this paper, we proposed and analyzed an elephant
image detection system via wavelet decomposition of images,
followed by feature extraction and similarity match under
𝐹-norm theory. We compared the retrieval performance of
optimized distancemetric based𝐾-means clusteringwith the
existing techniques like Euclidian distance and Manhattan
distance. It turns out that optimized distance metric calcula-
tion has 18.5% improvement in recall rates. Field observations
show that the proposed method can be used as an effective
scheme to detect elephants in the forest border areas even
in the presence of different species. This system has been
rigorously tested through the various phases of the project
and found to be efficient compared to the existing systems.
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An image fusion technique for magnetic resonance imaging (MRI) and positron emission tomography (PET) using local features
and fuzzy logic is presented. The aim of proposed technique is to maximally combine useful information present in MRI and PET
images. Image local features are extracted and combined with fuzzy logic to compute weights for each pixel. Simulation results
show that the proposed scheme produces significantly better results compared to state-of-art schemes.

1. Introduction

Fusion of images obtained from different imaging systems
like computed tomography (CT), MRI, and PET plays an
important role in medical diagnosis and other clinical appli-
cations. Each imaging technique provides a different level of
information. For instance, CT (based on X-ray principle) is
commonly used for visualizing dense structures and is not
suitable for soft tissues and physiological analysis. MRI on
the other hand provides better visualization of soft tissues
and is commonly used for detection of tumors and other
tissue abnormalities. Likewise, information of blood flow in
the body is provided by PET (a nuclear imaging technique)
but it suffers from low resolution as compared toCTandMRI.
Hence, fusion of images obtained from different modalities
is desirable to extract sufficient information for clinical
diagnosis and treatment.

Image fusion integrates (complementary as well as redun-
dant) information from multimodality images to create a
fused image [1–6]. It not only provides accurate description of
the same object but also helps in required memory reduction
by storing fused images instead of multiple source images.
Different techniques are developed for medical image fusion
which can be generally grouped into pixel, feature, and

decision level fusion [7]. Compared to feature and decision,
pixel level methods [1, 2] are more suited for medical imaging
as they can preserve spatial details in fused images [1, 8].

Conventional pixel level methods (including addition,
subtraction, multiplication, and weighted average) are sim-
pler but are less accurate. Intensity Hue saturation (IHS)-
based methods fuse the images by replacing the intensity
component [1, 5, 9]. These methods generally produce high-
resolution fused images but cause spectral distortion (due to
inaccurate estimation of spectral information) [10]. Similarly,
principal components analysis basedmethods fuse images by
replacing certain principle components [11].

Multiresolution techniques including pyramids, discrete
wavelet transform (DWT), contourlet, curvelet, shearlet, and
framelet transform image into different bands for fusion
(a comprehensive comparison is presented in [12]). DWT-
based schemes decompose the input images into horizontal,
vertical, and diagonal subbands which are then fused using
additive or substitutive methods. Earlier DWT-based fusion
schemes cannot preserve the salient features of the source
images efficiently, hence producing block artifacts and incon-
sistency in the fused results [2, 3]. Human visual system is
combined with DWT to fuse the low frequency bands using
visibility and variance features, respectively. Local window
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approach is used (to adjust coefficients adaptively) for noise
reduction and maintaining homogeneity in fused image [4].
However, the method often produces block artifacts and
reduced contrast [3, 5]. Consistency verification and activity
measures combined with DWT can only capture limited
directional information and hence are not suitable for sharp
image transitions [13].

Texture features and visibility measure are used with
framelet transform [5] to fuse high and low frequency com-
ponents, respectively. Contourlet transform based methods
use different and flexible directions to detect the intrinsic
geometrical structures [13]. The common methods are vari-
able weight using nonsubsampled contourlet transform [14];
and bio-inspired activity measurer using pulse-coded neural
networks [15]. However, the down- and up-sampling in
contourlet transform lack shift invariance and cause ringing
artifacts [14]. Curvelet transform uses various directions and
positions at length scales [16]; however, it does not provide
a multiresolution representation of geometry [17]. Shear-
let transform carries different features (like directionality,
localization, and multiscale framework) and can decompose
the image into any scale and direction to fuse the required
information [17].

Prespecified transform matrix and learning techniques
are used with kernel singular value decomposition to fuse
images in sparse domain [18]. In [19], image fusion has been
performed using redundancy DWT and contourlet trans-
form. A pixel level neuro-fuzzy logic based fusion adjusts
the membership functions (MFs) using backpropagation and
least mean square algorithms [20]. A spiking cortical model
is proposed to fuse different types of medical images [21].
However, these schemes are complex or work under certain
assumptions/constraints.

A fusion technique for MRI and PET images using local
features and fuzzy logic is presented.The proposed technique
maximally combines the useful information present in MRI
and PET images. Image local features are extracted and
combined with fuzzy logic to compute weights for each pixel.
Simulation results based on visual and quantitative analysis
show the significance of the proposed scheme.

2. ̀𝐴-Trous-Based Image Fusion: An Overview

In contrast to conventional multiresolution schemes (where
the output is downsampled after each level), à-trous or
undecimated wavelet provides shift invariance, hence better
suited for image fusion.

Let different approximations 𝐼MRI,𝑘 of MRI image 𝐼MRI
(having dimensions 𝑀 × 𝑁) be obtained by successive
convolutions with a filter 𝑓, that is,

𝐼MRI,𝑘+1 = 𝐼MRI,𝑘 ∗ 𝑓, (1)

where 𝐼MRI,0 = 𝐼MRI and 𝑓 is a bicubic B-spline filter. The 𝑘th
wavelet plane𝑊MRI,𝑘 of 𝐼MRI is,

𝑊MRI,𝑘 = 𝐼MRI,𝑘+1 − 𝐼MRI,𝑘. (2)

The image 𝐼MRI is decomposed into low 𝐼MRI,𝐿 and high 𝐼MRI,𝐻
frequency components as

𝐼MRI = 𝐼MRI,𝐿 + 𝐼MRI,𝐻

= 𝐼MRI,𝐿 +
𝐾

∑

𝑘=0

𝑊MRI,𝑘,
(3)

where 𝐾 is the total number of decomposition levels. Simi-
larly PET image 𝐼PET in terms of low 𝐼PET,𝐿 and high 𝐼PET,𝐻
frequency components is

𝐼PET (𝛽) = 𝐼PET,𝐿 (𝛽) +
𝐾

∑

𝑘=0

𝑊PET,𝑘 (𝛽) , (4)

where 𝛽 ∈ {𝑅, 𝐺, 𝐵}, as PET images are assumed to be in
pseudocolor [9].

Differentmethods are present in literature to fuse low and
high frequency components which are generally grouped into
substitute wavelet (SW) and additive wavelet (AW).The fused
image 𝐼SW using SW is

𝐼SW (𝛽) = 𝐼PET,𝐿 (𝛽) +
𝐾

∑

𝑘=0

𝑊MRI,𝑘. (5)

Note that SW method fuses image by completely replacing
the high frequency components of PET by high frequency
components of MRI image, which can cause geometric and
spectral distortion. SW and IHS (SWI) are combined to
overcome the limitation in fused image 𝐼SWI; that is,

𝐼SWI (𝛽) = 𝐼PET,𝐿 (𝛽) −
𝐾

∑

𝑘=0

𝑊INT,𝑘 +
𝐾

∑

𝑘=0

𝑊MRI,𝑘, (6)

where the intensity image 𝐼INT is

𝐼INT =
1

𝐵
∑

𝛽
󸀠

𝐼PET (𝛽
󸀠

) . (7)

The substitution process in SWImethod sometimes results in
loss of information as the intensity component is obtained by
simple averaging/weighting.

In AW method, the fused image 𝐼AW is obtained by
injecting high frequency components of 𝐼MRI into 𝐼PET:

𝐼AW (𝛽) = 𝐼PET (𝛽) +
𝐾

∑

𝑘=0

𝑊MRI,𝑘. (8)

AW method adds the same amount of high frequencies into
low-resolution bands which causes redundancy of high fre-
quency components (hence resulting in spectral distortion).

To cater the limitation, AW luminance proportional
(AWLP) method injects the high frequencies in proportion
to the intensity values [22]. Consider

𝐼AWLP (𝛽) = 𝐼PET (𝛽) +
𝐼PET (𝛽)

(1/𝐵)∑
𝛽
󸀠 𝐼PET (𝛽

󸀠)

𝐾

∑

𝑘=1

𝑊MRI,𝑘, (9)
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where 𝐵 are total number of bands. The fused image 𝐼AWLP
of AWLP preserves the relative spectral information amongst
different bands. The fused image using improved additive
wavelet proportional (IAWP) [23] method is

𝐼IAWP (𝛽) = 𝐼PET (𝛽) +
𝐼PET (𝛽)

(1/𝐵)∑
𝛽
󸀠 𝐼PET (𝛽

󸀠)
,

× [

𝐾

∑

𝑘=1

𝑊MRI,𝑘 −
𝐾

∑

𝑘=1

𝑊MRIR,𝑘] ,

(10)

where𝑊MRIR,𝑘 are wavelet planes of a low-resolution (a spa-
tially degraded version of 𝐼MRI) MRI image 𝐼MRIR. The 𝐼MRIR
is obtained by filtering the high frequencies (by applying a
smoothing filter).Themajor limitations of the above schemes
includes induction of redundant high/low frequencies; and
consequently spatial degradations.

3. Proposed Technique

The proposed scheme first decomposes the MRI and PET
images into low and high frequencies using à-trous wavelet.
High and low frequencies are then fused separately according
to defined criterion. The overall fused image 𝐼

𝐹
in terms of

high 𝐼
𝐹,𝐻

and low 𝐼
𝐹,𝐿
(𝛽) frequencies is

𝐼
𝐹
(𝛽) = 𝐼

𝐹,𝐿
(𝛽) + 𝐼

𝐹,𝐻
. (11)

3.1. Fusion of Low Frequencies. Fusion of low frequencies
𝐼MRI,𝐿 and 𝐼PET,𝐿 is critical and challenging task. Various
schemes utilize different criterions for fusion of low frequen-
cies. For instance, one choice is to totally discard the low
frequencies of one image, another choice is to take average
or weighted average of both and so forth. However, the
schemes provide limited performance as they do not cater
the spatial properties of image. We have proposed fusion of
low frequency using differentweighting average for each pixel
location. The weights are computed based on the amount of
information contained in vicinity of each pixel.

3.1.1. Local Features. Local variance (LV) and local blur (LB)
features are used with fuzzy inference engine to compute the
desired weights for fusing low frequencies.

LV [24] is used to evaluate the regional characteristics of
𝐼PET,𝐿 image and is defined as 𝐼LV:

𝐼LV (𝛽,𝑚, 𝑛) =
1

(2𝑚
1
+ 1) (2𝑛

1
+ 1)

×

𝑚+𝑚
1

∑

𝑚
2
=𝑚−𝑚

1

𝑛+𝑛
1

∑

𝑛
2
=𝑛−𝑛
1

(𝐼PET (𝛽,𝑚2, 𝑛2)−𝐼PET (𝛽))
2

,

(12)

where 𝐼PET(𝛽) is the mean value of𝑚
1
× 𝑛
1
window centered

at (𝑚, 𝑛) pixel. Note that image containing sharp edges results
in higher value (and vice versa).

LB 𝐼LB is computed using local Rényi entropy [25] of
𝐼PET,𝐿 image. Let 𝑃

𝛽𝑚𝑛
(𝑘) be the probability (or normalized

histogram) having intensity values 𝑘 = 1, 2, . . . , 𝐾 within a
local window (of size𝑚

1
× 𝑛
1
) centered at (𝛽,𝑚, 𝑛) pixel. 𝐼LB

is defined as [25]

𝐼LB (𝛽,𝑚, 𝑛) = −
1

2
ln(
𝐾

∑

𝑘

𝑃
3

𝛽𝑚𝑛
(𝑘)) . (13)

High values of 𝐼LV and 𝐼LB show that 𝐼PET,𝐿 contain
more information and need to be assigned more weight as
compared to 𝐼MRI,𝐿 image.

3.1.2. Fuzzy Inference Engine. Let high 𝜁LV,1(𝑢) and low
𝜁LV,2(𝑢) Gaussian Membership functions (MFs) having
means 𝑢(1), 𝑢(2) and variances 𝜎(1)

𝑢
, 𝜎(2)
𝑢

for LV be [26]

𝜁LV,1 (𝑢) = 𝑒
−((𝑢−𝑢

(1)
)/𝜎
(1)

𝑢
)

2

, 𝜁LV,2 (𝑢) = 𝑒
−((𝑢−𝑢

(2)
)/𝜎
(2)

𝑢
)

2

.

(14)

Similarly let high 𝜁LB,1(V) and low 𝜇LB,2(V) Gaussian MFs
having means V(1), V(2) and variances 𝜎(1)V , 𝜎(2)V for LB be

𝜁LB,𝐿 (V) = 𝑒
−((V−V𝐿)/𝜎𝐿V )

2

, 𝜁LB,𝐻 (V) = 𝑒
−((V−V𝐻)/𝜎𝐻V )

2

. (15)

The inputs 𝐼LV(𝛽,𝑚, 𝑛) and 𝐼LV(𝛽,𝑚, 𝑛) are mapped into
fuzzy set using Gaussian fuzzifier [27] as

𝜁LV,LB (𝑢, V) = 𝑒
−((𝑢−𝐼LV(𝛽,𝑚,𝑛))/𝜍1)

2

× 𝑒
−((V−𝐼LB(𝛽,𝑚,𝑛))/𝜍2)

2

, (16)

where 𝜍
1
and 𝜍
2
are noise suppression parameters. The inputs

are then processed by fuzzy inference engine using pre
defined IF-THEN rules [26, 27] as follows.

𝑅𝑢
(1): IF 𝐼LV(𝛽,𝑚, 𝑛) is high and 𝐼LB(𝛽,𝑚, 𝑛) is high

THEN 𝐼WT(𝛽,𝑚, 𝑛) is high.

𝑅𝑢
(2): IF 𝐼LV(𝛽,𝑚, 𝑛) is low and 𝐼LB(𝛽,𝑚, 𝑛) is high

THEN 𝐼WT(𝛽,𝑚, 𝑛) is medium.

𝑅𝑢
(3): IF 𝐼LV(𝛽,𝑚, 𝑛) is high and 𝐼LB(𝛽,𝑚, 𝑛) is

low,THEN 𝐼WT(𝛽,𝑚, 𝑛) is medium.

𝑅𝑢
(4): IF 𝐼LV(𝛽,𝑚, 𝑛) is low and 𝐼LB(𝛽,𝑚, 𝑛) is low

THEN 𝐼WT(𝛽,𝑚, 𝑛) is low.

The output MFs for high (having mean 𝑦(1) and variance
𝜎
(1)

𝑦
), medium (having mean 𝑦(2) and variance 𝜎(2)

𝑦
), and low

(having mean 𝑦(3) and variance 𝜎(3)
𝑦
) are defined as

𝜁
𝑊,1

(𝑦) = 𝑒
−((𝑦−𝑦

(1)
)/𝜎
(1)

𝑦
)

2

,

𝜁
𝑊,2

(𝑦) = 𝑒
−((𝑦−𝑦

(2)
)/𝜎
(2)

𝑦
)

2

, 𝜁
𝑊,3

(𝑦) = 𝑒
−((𝑦−𝑦

(3)
)/𝜎
(3)

𝑦
)

2

.

(17)

The output of fuzzy inference engine is

𝜁
󸀠

𝑊,𝐿
(𝑦) = max

{𝑐,𝑑,𝑒}

[sup
{𝑢,V}

𝜁LV,LB (𝑢, V) 𝜁LV,𝑐 (𝑢) 𝜁LV,𝑑 (V) 𝜁𝑊,𝑒 (𝑦)] ,

(18)
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Table 1: Quantitative measures for fused PET-MRI images.

Scenario Techniques Entropy [29] MI [29] SSIM [30] Xydeas and Petrovic [31] Piella [32]

Normal
brain

DWT [12] 5.403 1.6607 0.6083 0.4944 0.7558
GIHS [6] 5.381 1.7017 0.7095 0.5362 0.8014
GFF [33] 5.115 1.7479 0.6803 0.4825 0.6741
IAWP [23] 5.152 1.7753 0.6735 0.3233 0.3331
Proposed 5.738 1.7912 0.6788 0.5746 0.8469

Grade II
astrocytoma

DWT [12] 3.4820 1.3817 0.7287 0.6495 0.8566
GIHS [6] 3.4679 1.3848 0.8149 0.6227 0.8779
GFF [33] 3.5558 1.3758 0.8120 0.6417 0.8561
IAWP [23] 3.6351 1.3770 0.8018 0.3757 0.5405
Proposed 3.5762 1.4292 0.8133 0.6674 0.9125

Grade IV
astrocytoma

DWT [12] 5.4140 1.7487 0.6775 0.5727 0.8434
GIHS [6] 5.7868 1.7084 0.6207 0.5697 0.8547
GFF [33] 5.6628 1.7883 0.6819 0.5112 0.7917
IAWP [23] 5.6831 1.8298 0.6718 0.3584 0.5642
Proposed 5.8204 1.8683 0.6739 0.5885 0.8755

where {𝑐, 𝑑} ∈ {1, 2} and 𝑒 ∈ {1, 2, 3}.Theweights 𝐼WT(𝛽,𝑚, 𝑛)
are obtained by processing fuzzy outputs using center average
defuzzifier [27].

The 𝐼
𝐹,𝐿
(𝛽) image is obtained by weighted sum of 𝐼PET,𝐿

and 𝐼MRI,𝐿 as

𝐼
𝐹,𝐿

(𝛽,𝑚, 𝑛) = 𝐼WT (𝛽,𝑚, 𝑛) 𝐼PET,𝐿 (𝛽,𝑚, 𝑛)

+ (1 − 𝐼WT (𝛽,𝑚, 𝑛)) 𝐼MRI,𝐿 (𝑚, 𝑛) .
(19)

3.2. Fusion of High Frequencies. Let 𝑊MRI-MRIR,𝑘 represent
a wavelet plane of the resultant image 𝐼MRI − 𝐼MRIR. This
ensures that only those high frequency components are used
for image fusion, which are not already present in 𝐼MRI.
By the virtue of this, the proposed scheme not only avoids
redundancy of information but also results in improved
fusion results as compared to early techniques.The fused high
frequency image 𝐼

𝐹,𝐻
is

𝐼
𝐹,𝐻

=

𝐾

∑

𝑘=1

𝑊MRI-MRIR,𝑘. (20)

Note that 𝐼
𝐹,𝐻

is not dependent on the bands 𝛽 because 𝐼MRI
is gray-scale image.

4. Results and Discussion

The simulations of proposed and existing schemes are per-
formed on PET and MRI images obtained from Harvard
database [28]. The fusion database for brain images is classi-
fied into normal, grade II astrocytoma, and grade IV astro-
cytoma images. The MRI and PET images are coregistered
with 256×256 spatial resolution.The proposed fusion scheme
is compared visually and quantitatively (using entropy [29],
mutual information (MI) [29], structural similarity (SSIM)

[30], Xydeas and Petrovic [31] metric, and Piella [32] metric)
with DWT [12], GIHS [6], IAWP [23], and GFF [33] schemes.

The original MRI images belonging to normal brain,
grade II astrocytoma, and grade IV astrocytoma are shown
in Figures 1(a)–1(c), respectively. Fluorodeoxyglucose (FDG)
is a radiopharmaceutical commonly used for PET scans.
The PET-FDG images of normal, grade II, and grade IV
astrocytoma are shown in Figures 1(d)–1(f), respectively.
It can be seen that different imaging modalities provide
complementary information for the same region.

Figure 2 shows fused images (of normal brain) obtained
by using different techniques. It can be seen from Figure 2(e)
that the proposed technique has preserved the complemen-
tary information of both modalities and the fuzzy based
weight assessment has enabled offering less spectral informa-
tion loss as compared to other state-of-art techniques.

Figure 3 shows fused images (of grade II astrocy-
toma class) obtained by using different techniques. From
Figure 3(e), it can be observed that the proposed technique
provides complementary information contained in both
modalities and the fuzzy basedweight assessment has enabled
offering less spectral information loss as compared to other
state of art techniques. The improvement in fused images is
more visible in the tumorous region (bottom right corner).

Figure 4 shows fused images (of Grade IV astrocytoma)
obtained by using different techniques. Similar improvement
(as that of Figures 2(e) and 3(e)) can be observed in
Figure 4(e). It is easy to conclude that the proposed scheme
provides better visual quality compared to the existing
schemes.

Table 1 shows the quantitative comparison of different
fusion techniques. Note that a higher value of the metric
represents better quality. The fused images obtained using
proposed technique provide better quantitative results in
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(a) (b) (c)

(d) (e) (f)
Figure 1: Original MRI and PET images: (a)–(c) MRI; (d)–(f) PET.

(a) (b) (c)

(d) (e)
Figure 2: Image fusion results for normal images: (a) DWT [12]; (b) GIHS [6]; (c) GFF [33]; (d) IAWP [23]; (e) proposed technique.
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(a) (b) (c)

(d) (e)
Figure 3: Image fusion results for grade II astrocytoma images: (a) DWT [12]; (b) GIHS [6]; (c) GFF [33]; (d) IAWP [23]; (e) proposed
technique.

(a) (b) (c)

(d) (e)
Figure 4: Image fusion results for grade IV astrocytoma images: (a) DWT [12]; (b) GIHS [6]; (c) GFF [33]; (d) IAWP [23]; (e) proposed
technique.
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terms of entropy [29], MI [29], SSIM [30], Xydeas and
Petrovic [31], and Piella [32] metrics.

5. Conclusion

An image fusion technique for MRI and PET using local
features and fuzzy logic is presented. The proposed scheme
maximally combines the useful information present in MRI
and PET images using image local features and fuzzy logic.
Weights are assigned to different pixels for fusing low fre-
quencies. Simulation results based on visual and quantitative
analysis show that the proposed scheme produces signifi-
cantly better results compared to state of art schemes.
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Image splicing is an image editing method to copy a part of an image and paste it onto another image, and it is commonly followed
by postprocessing such as local/global blurring, compression, and resizing. To detect this kind of forgery, the image rich models,
a feature set successfully used in the steganalysis is evaluated on the splicing image dataset at first, and the dominant submodel is
selected as the first kind of feature.The selected feature and the DCTMarkov features are used together to detect splicing forgery in
the chroma channel, which is convinced effective in splicing detection.The experimental results indicate that the proposedmethod
can detect splicing forgeries with lower error rate compared to the previous literature.

1. Introduction

Image splicing is a forgery manner to copy and paste regions
within separate image sources, usually carried out by digital
image editing tools such as Photoshop. It is often used as an
initial step of photomontage, which is very popular in digital
image content editing. The splicing tampered image could
be used in news reports, photography contest, key proof in
the academic papers, and so on, which could bring certain
negative influences. As a result, it is an important issue to
develop reliable splicing detection methods.

In the forgery process, the manually introduced transi-
tions of edges and corners are different from those in the
natural images. The differences are commonly described by
the inconsistency and abnormality, and they are used for
splicing detection. Farid [1] discussed how to detect unnat-
ural higher-order correlations introduced into the signal
by the tampering process based on bispectral analysis. In
the frequency domain, a “natural” signal usually has weak
higher-order statistical correlations, and certain “unnatural”
correlations will be introduced if this signal is passed through
a nonlinearity (which would almost surely occur in tamper-
ing). Based on it, Ng et al. [2] proposed amethod to detect the
abrupt splicing discontinuity using the bicoherence features.
They studied the effects of image splicing on magnitude

and phase characteristics of bicoherence (the normalized
bispectrum). The difference between means of magnitudes
of a test image’s bi-coherence and its estimating authentic
vision’s bi-coherence and the difference between negative
phase entropy of those two were used as features. Gopi
et al. [3, 4] proposed to detect forgeries using an artificial
neural network, independent component analysis (ICA), and
autoregressive coefficients. In [5, 6],Hsu andChang proposed
amethod based on camera response function estimated from
geometry invariants.Wang andZhang [7] employed the Sobel
edge detector, derivative operation, and Hough transform
to detect image splicing. Lint et al. [8] proposed a method
based on computing the inverse camera response functions
by analyzing the edges in different patches of the image and
verifying their consistency.

Shi et al. proposed to use statistics of 2D phase congru-
ency [9], a natural image model [10], and Hilbert-Huang
transform [11] to separate spliced images from authentic
ones. They believed that on one hand, steganography and
splicing had different goals and strategies causing different
statistical artifacts on images, on the other hand, both of
them made the touched (stego and spliced) image different
from corresponding original ones. Therefore, they built a
natural image model using steganalysis features including
statistical moments of characteristic functions and Markov
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transition probabilities from image 2D array and multisize
block discrete cosine transform 2-D array. Wang et al. [12]
proposed an image splicing detection method based on
GLCM of the edge image in the chroma space. Zhang
et al. [13] proposed a splicing detection scheme based on
moment features extracted from the discrete cosine trans-
form and image quality features. Dong et al. [14] proposed
a method by analyzing the discontinuity of image pixel
correlation and coherency caused by splicing, and they also
proposed to detect image splicing in chroma space [15],
which is claimed to be very efficient. Bayram et al. [16]
fused several single tools together to detect tampering. The
feature vectors BSM, IQM, and HOW, which were initially
proposed for steganalysis, were used in this paper, and
SFFS (sequential forward floating search) is used for feature
selection.

Existing methods exploit features from various respects
to detect splicing forgeries. Recently, Fridrich and Kodovský
[17] proposed to build plenty of submodels as rich model
to detect image steganography, which achieved good results.
The SRM exploits the spatial correlations of neighborhood
pixels from the image residuals which are hard to be pre-
served during image steganography. It is believed that the
case would be the same for image splicing. In this paper, the
image splicing detection method based on SRM is studied.
AT first, the performance of the submodels is evaluated
and analyzed by the detailed experimental results in the
luminance channel. Moreover, one selected submodel with
feature fromDCT is used to detect splicing forgery in chroma
channel.

The rest of the paper is organized as listed in following.
The SRM is described in Section 2. Section 3 discusses the
detection method. And experiments are given in Section 4.
In Section 5, a conclusion is drawn to the whole paper.

2. Feature Discriptions

In [17], Fridrich andKodovský proposed a general methodol-
ogy for steganalysis of digital images based on the concept of
the SRM consisting of a large number of diverse submodels.
The submodels consider various types of relationships among
neighboring samples of noise residuals obtained by linear and
nonlinear filters with compact supports.

2.1. SRM. TheSRMcaptures a large number of different types
of dependencies among neighboring pixels. By employing the
submodels, better results can be achieved beyond enlarging a
single model, which is unlikely to produce good results as the
enlarged model will have too many underpopulated bins. By
forming a model by merging many smaller submodels, this
problem can be avoided.

The main formation processes of SRM are residuals,
truncation, and quantization and cooccurrence matrix. The
description of all residuals is given here, for other detail
description, please refer to [17]. For example, in the first order
residual 𝑅

𝑖𝑗
= 𝑋
𝑖,𝑗+1

− 𝑋
𝑖,𝑗
, the central pixel 𝑋

𝑖,𝑗
is predicted

as its immediate neighbor,𝑋
𝑖𝑗

= 𝑋
𝑖,𝑗+1

, while the predictor in

the second order residual 𝑅
𝑖𝑗

= 𝑋
𝑖,𝑗−1

+𝑋
𝑖,𝑗+1

−2𝑋
𝑖,𝑗
assumes

that the image is locally linear in the horizontal direction,
2𝑋
𝑖,𝑗

= (𝑋
𝑖,𝑗−1

+ 𝑋
𝑖,𝑗+1

).

2.1.1. Residual Classes. The residuals are divided into six
classes depending on the central pixel predictor they are
built from. The classes will be mentioned by the following
descriptive names: 1st, 2nd, 3rd, SQUARE, EDGE3 × 3, and
EDGE5 × 5. The predictors in class “1st” estimate the pixel
as the value of its neighbor, while those from class “2nd”
(“3rd”) incorporate a locally linear (quadratic) model. The
class “SQUARE” makes use of more pixels for the prediction.
The class “EDGE3 × 3” predictors, derived from the 3 × 3
square kernel S3a, were included to provide better estimates
at spatial discontinuities (edges).

The larger 5 × 5 predictor in S5a was obtained as a result
of optimizing the coefficients of a circularly-symmetrical
5 × 5 kernel. The “EDGE5 × 5” residuals E5a–E5d are built
from S5a in an analogical manner as E3a–E3d are built from
S3a.

2.1.2. Residual Symmetries. Each residual exhibits symme-
tries that will later allow us to reduce the number of
submodels and make them better populated. If the residual
does not change after being computed from the image
rotated by 90 degrees, it is nondirectional; otherwise, it
is directional. For instance, 1a, 1b, 2a, 2e, and E3c are
directional while 1e, 2b, 2c, S3a, and E3d are nondirectional.
Two cooccurrence matrices are computed for each residual,
one for the horizontal scan and the other for the vertical
scan. We call a residual ℎ𝑣-symmetrical if its horizontal
and vertical cooccurrences can be added to form a single
matrix (submodel) based on the argument that the statistics
of natural images do not change after rotating the image by 90
degrees.

2.1.3. Syntax. The syntax of the names follows this conven-
tion:

name = {type} {𝑓} {𝜎} {scan} , (1)

where type ∈ {spam,minmax}, 𝑓 is the number of filters, 𝜎 is
the symmetry index, and the last symbol scan ∈ {0, ℎ, V} may
bemissing (for ℎ𝑣-symmetrical residuals) or it is either ℎ or 𝑣,
depending on the cooccurrence scan that should be usedwith
the residual. Formore detailed descriptions and definitions of
the SRM, please refer to [17].

2.2. Markov Matrices in DCT. Splicing operation changes
the local relationships in pixel neighborhood, and Markov
process could be used to model the changes, which is
commonly used in image processing. In this paper, the
Markov feature is extracted in DCT of Chrominance space.
As shown in Figure 1, the test image is transformed using 8 ×

8 block DCT at first, and after preprocessing to the coefficient
matrix, the 2D differential matrices and probability transition
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Figure 1: Feature extraction in DCT of Chrominance.

Table 1: Detection results of the first order submodels.

Model 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

s1 minmax22h 1 0 0.5
s1 minmax22v 0.1401 0.1457 0.1429
s1 minmax24 0.1549 0.2219 0.1884
s1 minmax34 0.2097 0.2175 0.2136
s1 minmax34h 1 0 0.5
s1 minmax34v 0.1334 0.1799 0.1567
s1 minmax41 1 0 0.5
s1 minmax48h 0.1556 0.1996 0.1776
s1 minmax48v 0.1488 0.1915 0.1702
s1 minmax54 0.1286 0.1786 0.1536
s1 spam14hv 0.1661 0.1876 0.1768

Table 2: Detection results of the second order submodels.

Model 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

s2 minmax21 0.1233 0.1247 0.124
s2 minmax24h 0.1276 0.181 0.1543
s2 minmax24v 0.1178 0.138 0.1279
s2 minmax32 0.13 0.1591 0.1446
s2 minmax41 0.1122 0.1214 0.1168
s2 spam12hv 0.1193 0.1565 0.1379

Table 3: Detection results of the third order submodels.

Models 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

s3 minmax22h 1 0 0.5
s3 minmax22v 0.1439 0.1353 0.1396
s3 minmax24 0.1551 0.1422 0.1487
s3 minmax34 0.1637 0.16 0.1618
s3 minmax34h 1 0 0.5
s3 minmax34v 0.1639 0.152 0.1579
s3 minmax41 1 0 0.5
s3 minmax48h 0.1772 0.1564 0.1668
s3 minmax48v 0.1694 0.1684 0.1689
s3 minmax54 0.1806 0.1697 0.1751
s3 spam14hv 0.1328 0.1325 0.1327

matrices are obtained using the following (Equations (2)–
(3)):

CMV (𝑖, 𝑗) = (
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(2)

where 𝑖, 𝑗 ∈ [0, 8], and

𝛿 (𝑥 = 𝑖, 𝑦 = 𝑗) = {
1, if 𝑥 = 𝑖 and 𝑦 = 𝑗,

0, otherwise.
(3)

If the added splicing image block is regarded as the additive
noise to the original image, the calculated probability transi-
tion matrices would reveal the clue of splicing.

The dimension of the feature vector is adjustable by
setting threshold T. In this paper, T is set to 3, and the
dimension of DCT feature is 98.

3. Detection Method

The SVM is employed in the detection procedure. The
LibSVM is introduced and profiled at first, followed by the
training and testing steps.
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3.1. LIBSVM. LIBSVM is a popular machine learning tool
[16]. In this paper, the RBF kernel of LibSVM is employed,
and 𝐶 and gamma are automatically selected using fivefold
cross-validation.

As different feature sets will be merged together in the
detection algorithm, feature normalization is a necessary step
before training and testing. The specific scaling method is
very simple. Firstly, themean and standard deviation for each
feature set are calculated. Secondly, by subtracting the mean
in each feature and dividing the values of each feature by
its standard deviation, the normalized features are obtained.
In favor of making comparison, all the training and testing
processing are done after the feature normalization.

3.2. Training Steps. The detection method consists of the
following steps.

(1) Read an image from training image set and label it, 0
for authenticate image and 1 for spliced image. Covert
it into 8 bit gray scale image if necessary.

(2) Let 𝑞 = 1, and compute the feature of submodel 𝑠{𝑖}
as described in Section 2.

(3) Repeat 1-2 until all the images from the training image
set have been processed.

(4) Train the models for individual submodel or merged
ones using LIBSVM as described in the previous
parts.

3.3. Detection Steps

(1) Read an image from the testing image set. Covert it
into 8 bit gray scale image if necessary.

(2) Let 𝑞 = 1, and compute its feature by the individual
submodel or the merged ones as the training steps.

(3) Test the feature using the corresponding trained
SVM.

(4) Repeat steps (1)–(3) until all images have been tested.

4. Experiments

According to the detection method discussed in Section 3,
the experiments are performed. At first, the general detec-
tion performance of the individual submodel is tested on
both image datasets in luminance channel. And then, one
submodel is chosen for the chroma channel experiment and
comparison to the state of the art result is given.

4.1. Experiment Setup

4.1.1. Image Dataset. In the experiment, two splicing image
datasets are used. The Columbia uncompressed image splic-
ing detection evaluation dataset [5] is commonly used as a
benchmark. The database contains totally 183 authenticate
images and 180 spliced images. The image sizes range from
757 × 568 to 1152 × 768 and are all uncompressed. The image
detection evaluation database (CASIA TIDE) v2 consists

Table 4: Detection results of the EDGE3 × 3 submodels.

Model 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

s3 × 3 minmax22h 0.1366 0.1962 0.1664
s3 × 3 minmax22v 0.11 0.1802 0.1451
s3 × 3 minmax24 0.1302 0.1213 0.1258
s3 × 3 minmax41 0.1591 0.1735 0.1663
s3 × 3 spam14hv 0.1168 0.1323 0.1245

Table 5: Detection results of the EDGE5 × 5 submodels and the
square submodel.

Model 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

s5 × 5 minmax22h 0.1656 0.1622 0.1639
s5 × 5 minmax22v 0.1146 0.1367 0.1256
s5 × 5 minmax24 0.1639 0.1291 0.1465
s5 × 5 minmax41 0.1882 0.2073 0.1977
s5 × 5 spam14hv 0.1131 0.114 0.1135
s35 spam11 0.1719 0.1424 0.1572

Table 6: Detection results of the merger submodels.

Model 𝑃FA 𝑃MD 𝑃
𝐸
(total error)

2-best-submodels 0.0959 0.1016 0.0987
4-best-submodels 0.1121 0.1078 0.1100
8-best-submodels 0.1173 0.1162 0.1168

Table 7: Detection results on the CASIA V2 dataset.

Model 𝑃FA % 𝑃MD % 𝑃
𝐸
%

YSRM 16.97 9.11 13.04
CrSRM 0.43 0.19 0.31
CbSRM 0.38 0.19 0.28
CrDCT 0.57 0.15 0.36
Cb + DCT 0.16 0.18 0.17
Cr + DCT 0.23 0.19 0.21
[15] 6.70 2.10 4.40

of 7,491 authentic and 5,123 sophisticatedly tampered color
images of different sizes varying from 240 × 160 to 900 ×

600. This database is with larger size and more realistic and
challenging tampered images with complex splicing as well as
blurring. The authentic images are collected from the Corel
image dataset, websites, and so on. The tampered images are
generated with resizing, rotation, or other distortion, and
postprocessing (such as blurring) is performed after cut-and-
past operation, which make the dataset more realistic and
challenging.

4.1.2. Experiment Settings. The detection results of the exper-
iment are evaluated by the detection error with the form as

𝑃
𝐸

=
1

2
(𝑃FA + 𝑃MD) , (4)

where 𝑃FA and 𝑃MD are the probabilities of false alarm and
missed detection within the model whose parameters 𝐶 and
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Figure 2:Themean errors of individual submodels for (a) Columbia dataset, (b) CASIAV2 dataset. Blank bars represent that themean errors
of the models are not available.

𝛾 are both obtained from the cross validation. We repeat the
experiments of each model for 10 times and take the average
of them as the final results, which is shown in Figure 2.

4.2. Analysis of Individual Models in Luminance Channel.
Figure 2 shows the mean errors of the valid individual mod-
els, in both datasets. Generally speaking, all the submodels
are useful in the splicing detection, and the top results are
observed by using higher order features, the second order
submodel, the EDGE3 × 3 models, and the EDGE5 × 5
models, rather than first order submodel.

The detailed results of the submodels are listed in Tables
1, 2, 3, 4, 5 and 6 and the ROC curves of them are given in
Figures 3, 4, 5, 6, 7, and 8. As for the merged models, the top
eight submodels with best detection results are highlighted in
boldface inTables 2–5, the top four submodels are highlighted
in boldface and italic, and the top 2 submodels are s5 ×

5 spam14hv and s2 minmax41. The ROC curve of them is
given in Figure 9.

4.3. Experiment in Chroma Channel. Based on the results
from the previous section, a submodel from EDGE3 × 3,
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Figure 7: ROC curves for EDGE5 × 5 features.

s3 × 3 14hv, is selected for further experiment. It is shown in
[15] that chorma channel is more effective than luminance
channel in detecting image splicing forgeries. The CASIA V2
dataset, which is larger and more challenging, is used for
the experiment. The results are listed in Table 7. We can find
that the 𝑃FA drops about 15% when changing feature from
Y channel to Cb, Cr channels, and the 𝑃

𝐸
drops about 13%.

The SRM feature from Cb channel combined with the DCT
feature fromCr channel achieved the best𝑃

𝐸
.The ROC curve

is shown in Figure 10.

5. Conclusions

SRM exploits plenty of statistical features from neighbors
of image spatial domain, which could capture abnormality
caused by steganography. In this paper, we try to detect
the splicing introduced abnormality using SRM. The 39
submodels are exploited to detect image splicing in lumi-
nance channel at first. Then, the submodel s 3 × 3 14hv is
selected and merged with DCT feature to detect splicing in
chorma channel on CASIA V2 dataset, which is larger and
more challenging. The experimental results indicate that the
proposed method can detect splicing forgeries with much
higher accuracy than in luminance channel.

In the near future, we will try to study the nonlearning
based detention method in chorma channel, which could be
helpful in revealing the underlying mechanic of the method,
and could be better for practical application.
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This paper presents a novel color face recognition algorithmbymeans of fusing color and local information.Theproposed algorithm
fuses the multiple features derived from different color spaces. Multiorientation and multiscale information relating to the color
face features are extracted by applying Steerable Pyramid Transform (SPT) to the local face regions. In this paper, the new three
hybrid color spaces, 𝑌𝑆𝐶𝑟, 𝑍𝑛𝑆𝐶𝑟, and 𝐵𝑛𝑆𝐶𝑟, are firstly constructed using the 𝐶𝑏 and 𝐶𝑟 component images of the 𝑌𝐶𝑏𝐶𝑟 color
space, the 𝑆 color component of the𝐻𝑆𝑉 color spaces, and the 𝑍𝑛 and 𝐵𝑛 color components of the normalized 𝑋𝑌𝑍 color space.
Secondly, the color component face images are partitioned into the local patches. Thirdly, SPT is applied to local face regions and
some statistical features are extracted. Fourthly, all features are fused according to decision fusion frame and the combinations of
Extreme LearningMachines classifiers are applied to achieve color face recognition with fast and high correctness.The experiments
show that the proposed Local Color Steerable Pyramid Transform (LCSPT) face recognition algorithm improves seriously face
recognition performance by using the new color spaces compared to the conventional and some hybrid ones. Furthermore, it
achieves faster recognition compared with state-of-the-art studies.

1. Introduction

Color information of face images is very important for face
recognition [1]. In [1–3], it was demonstrated that facial color
features could drastically improve recognition performance
compared with gray based cues.The𝑅𝐺𝐵 color space consists
of a combination of the red, green, and blue components of
images. The other color spaces are derived from 𝑅𝐺𝐵 color
spaces by linear or nonlinear transformations. Many recent
works about face recognition have used the different color
spaces in order to improve the recognition performance [1–
8].

Two normalized hybrid color space methods were devel-
oped in [5]. In [6], the conventional color spaces such as
𝐻𝑆𝑉, 𝑅𝐺𝐵, and 𝑌𝐶𝑏𝐶𝑟 were evaluated comparatively with
respect to each other and with respect to gray space by using
Principal Component Analysis (PCA). In [7], a question of
what kind of color space is suitable for color face recognition
was surveyed and a set of optimal coefficients to combine the

𝑅, 𝐺, and 𝐵 color components by a discriminant criterion
was found. In [8], a new hybrid color space combining
the 𝑅𝐺𝐵 and 𝑌𝐼𝑄 color spaces was proposed. The results
revealed that the hybrid color space is more powerful than
gray space and even more than 𝑅𝐺𝐵 color space. Some
authors generated a new color space as 𝑅𝐶𝑟𝑄 by taking the
𝑅, 𝐶𝑟, and 𝑄 color components of 𝑅𝐺𝐵, 𝑌𝐶𝑏𝐶𝑟, and 𝑌𝐼𝑄

color spaces into consideration sequentially in [9]. In this
approach, Gabor Transform, Local Binary Patterns (LBP),
and Discrete Cosine Transform (DCT) were applied to the
𝑅, 𝐶𝑟, and 𝑄 chromatic component images, respectively. All
information obtained from the three color component images
was fused by weighed sum rule. In [10], a new Discriminative
Color Features (DCF) method was presented on the 𝑅𝐺𝐵𝑟
color space obtained by means of subtraction of the primary
𝐺 and𝐵 color component images fromprimary𝑅 component
image. In [1], Canonical Correlation Analysis (CCA) was
presented for face feature extraction and recognition. In [11],
Gabor wavelet and LBP were individually applied to 𝑅𝐶𝑟𝑄
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Figure 1: Block diagram of pyramid decomposition [12].

color space and normalized 𝑍𝑅𝐺 color space proposed in
[5] and the outputs of each classifier were combined by the
feature fusion and the decision fusion. Although there are
many studies, to determine the best hybrid color space is still
a challenging problem for face recognition.

This paper evaluates different hybrid color spaces for
improving face recognition performance by proposing Local
Color Steerable Pyramid Transform (LCSPT) algorithm.
Steerable Pyramid Transform (SPT) is a linear multiscale,
multiorientation image decomposition technique [12]. SPT
aims to represent the original image at different resolutions.
Thus, the face image is analyzed by enhancing and isolating
image features. SPT was successfully applied on gray images
for face recognition in [13].

In color face recognition, the novelties presented in this
paper are three fold.

(1) Firstly, an effective color feature extraction algorithm
that increases the performance of face recognition by using
SPT is proposed. In the algorithm, the features relating to
each color component of color face images are extracted by
using SPT at different angles and different scales.

(2) Secondly, three novel hybrid color spaces are pro-
posed.

(3)Thirdly, a group of classifiers is applied to the efficient
feature set obtained by using SPT with respect to decision
frame. In this study, the Extreme Learning Machines (ELMs)
for Single Layer Feed-forward Neural Networks (SLFNNs)
are developed as an efficient classification method in color
face recognition area. SLFNNs have been widely used in
face recognition due to their approximation capabilities for
nonlinear mappings using input samples. The weights and
biases parameters of SLFNNs are usually iteratively adjusted
by gradient-based learning algorithms.The past studies in the
field of face recognition show that they are generally very slow
due to improper learning steps ormay easily converge to local
minima and they need a number of iterative learning steps in
order to obtain better learning performance [14–18]. To get
rid of these limitations of SLFNNs for color face recognition
in this paper, ELM proposed by Huang et al. [14] is suggested

and the combination of ELM and SPT are used. In ELM, the
weights of hidden nodes and biases are randomly chosen and
output weights are analytically determined. ELM reaches to a
good generalization performance in an extremely fast period
[18]. ELM has been successfully applied to face recognition
area [19, 20]. Also ELM has not been applied together with
SPT in the face recognition literature. In this study, ELM
and SPT were applied to color face recognition the first time.
Comparative and extensive experiments have been illustrated
to present the effectiveness of a new algorithm on the color
FERET database [21] and the AR database [22].

The rest of this paper is organized as follows. In Section 2,
SPT is shortly introduced.The basic architecture of ELMclas-
sifier is presented in Section 3. In Section 4, the types of
color spaces are introduced. Section 5 describes the proposed
LCSPT face recognition algorithm. In Section 6, the compar-
ative experimental results are illustrated. The paper is con-
cluded in Section 7.

2. Steerable Pyramid Transform

TheSteerable Pyramid is amultiorientation,multiscale image
decomposition method proposed by Freeman and Adelson
as an alternative to wavelet transform [12]. In SPT, an
image is decomposed into noncorrelated frequency subbands
localized in different orientations at different scales. The
transform has steerable orientation subbands and a tight
frame referred to as self-inverting. Steerable function means
that it can be represented as a linear combination of rotated
versions of itself. Self-inverting transform means that the
synthesis function is the same as the analytical function.
The combination of these two properties results in that the
subbands become invariant from translation and rotation.

As shown in Figure 1, the input image is firstly decom-
posed into a highpass subband using a nonoriented highpass
filter𝐻

0
(𝑤) and then into a lowpass subband using a narrow

band lowpass filter 𝐿
0
(𝑤). Afterwards this lowpass subband

is decomposed into 𝐾-oriented portions using the bandpass
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filters 𝐵
𝑘
(𝑤) (𝑘 = 0, 1, . . . , 𝐾 − 1) and into a lowpass

subband 𝐿
1
[12]. The decomposition is done recursively by

subsampling the lower lowpass subband. The small black
boxes represent decomposed subband images. 2↓ and 2↑
indicate downsampling and upsampling by a multiplier of 2
along the rows and columns. Recursive steps extract different
directional information at a given scale 𝐽.

The lowpass filters and highpass filters are defined in the
Fourier domain by [12]

𝐿
0
(𝑟, 𝜃) = 𝐿 (

𝑟

2
, 𝜃) ,

𝐻
0
(𝑟, 𝜃) = 𝐻(

𝑟

2
, 𝜃) ,

(1)

where 𝑟 and 𝜃 are the polar frequency coordinates. Consider

𝐿 (𝑟, 𝜃) =

{{{{{{{

{{{{{{{

{

2 cos(𝜋
2
log
2
(
4𝑟

𝜋
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𝜋

4
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2
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2

𝐵
𝑘
(𝑟, 𝜃) = 𝐻 (𝑟)𝑄

𝑘
(𝜃) , 𝑘 ∈ [0, 𝐾 − 1] ,

(2)

where 𝐵
𝑘
(𝑟, 𝜃) represents the 𝐾-directional bandpass filters

used in the recursive steps with radial and angular parts,
defined as
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(3)

Figure 2 shows all filtered images at 3 scales (128 × 128,
64 × 64, and 32 × 32) and 4 orientation subbands (−𝜋/4, 0,
𝜋/4, and 𝜋/2) on 𝑅 component image of a cropped original
FERET image. The SPT can locally detect the multiscale
edges of facial images [13]. Detected features are noticeable
by the first visual area of human visual cortex. In SPT, the
lowest spatial-frequency subbands include distinctive edge
information, whereas the higher spatial-frequency subbands
contain finer edge information. The SPT coefficients consist
of much redundant or irrelevant information. A suitable
combination of these subbands can provide superior results.
In [23], facial expression recognition was carried out by using
only one subband.

3. Extreme Learning Machine

The architecture of a simple conventional ELM proposed by
Huang et al. [14–18] which is shown in Figure 3 is similar
to SLFNNs with𝑀 hidden neurons and common activation
functions.

Figure 2: Steerable Pyramid Transform (𝐾 = 4 and 𝐽 = 3) on 𝑅
component of a cropped original color FERET image.
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Figure 3: A simple ELM architecture.

Suppose we have a set of 𝑁 arbitrary distinct samples
(𝑥
𝑖
, 𝑦
𝑖
) where 𝑥

𝑖
= [𝑥
𝑖1
, 𝑥
𝑖2
, . . . , 𝑥

𝑖𝑝
]
𝑇

∈ 𝑅
𝑝 is a𝑝-dimensional

input vector and 𝑦
𝑖
= [𝑦

𝑖1
, 𝑦
𝑖2
, . . . , 𝑦

𝑖𝑚
]
𝑇

∈ 𝑅
𝑚 is an

𝑚-dimensional output vector. The input-output relation of
a conventional ELM with 𝑀 hidden nodes and activation
function 𝑔(𝑥) has the form

𝑀

∑

𝑖=1

𝛽
𝑖
𝑔 (𝑥
𝑘
) =

𝑀

∑

𝑖=1

𝛽
𝑖
𝑔 (𝑤
𝑖
⋅ 𝑥
𝑘
+ 𝑏
𝑖
) = 𝑜
𝑘
, 𝑘 = 1, . . . , 𝑁, (4)

where 𝑤
𝑖
= [𝑤

𝑖1
, 𝑤
𝑖2
, . . . , 𝑤

𝑖𝑝
]
𝑇

∈ 𝑅
𝑝 means the weights

between the inputs nodes and an 𝑖th hidden node, 𝛽
𝑖
=

[𝛽
𝑖1
, 𝛽
𝑖2
, . . . , 𝛽

𝑖𝑚
]
𝑇

∈ 𝑅
𝑚 means the weights between an 𝑖th

hidden node and output nodes, and 𝑏
𝑖
means the threshold of

an 𝑖th hidden node.
The conventional ELM in (4) can approximate𝑁 samples

with zero error by satisfying

𝑁

∑

𝑘=1

󵄩󵄩󵄩󵄩𝑜𝑘 − 𝑦𝑘
󵄩󵄩󵄩󵄩 = 0 (5)

or

𝑀

∑

𝑖=1

𝛽
𝑖
𝑔 (𝑤
𝑖
⋅ 𝑥
𝑘
+ 𝑏
𝑖
) = 𝑦
𝑘
, 𝑘 ∈ {1, 2, . . . , 𝑁} . (6)

The output of ELM can be written more compactly in
matrix form as

𝐺𝛽 = 𝑌, (7)



4 The Scientific World Journal

where
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(8)

In (8), 𝐺 is the hidden layer output matrix of ELM and 𝑔
is infinitely differentiable activation function; the number of
hidden nodes is chosen as 𝑀 ≪ 𝑁. Here, the 𝑤

𝑖
, 𝑏̂
𝑖
, 𝛽 (𝑖 =

1, . . . ,𝑀) parameters of conventional SLFNN are adjusted by
solving the primal optimization problem:

󵄩󵄩󵄩󵄩󵄩
𝐺 (𝑤
1
, . . . , 𝑤

𝐾
, 𝑏̂
1
, . . . , 𝑏̂

𝐾
) 𝛽 − 𝑌

󵄩󵄩󵄩󵄩󵄩

= min
𝑤
𝑖
,𝑏
𝑖
,𝛽

󵄩󵄩󵄩󵄩𝐺 (𝑤1 , . . . , 𝑤𝑀, 𝑏1 , . . . , 𝑏𝑀) 𝛽 − 𝑌
󵄩󵄩󵄩󵄩 .

(9)

The objective function for optimization problem in (9) is
expressed as

𝐸 =

𝑁

∑

𝑘=1

(

𝑀

∑

𝑖=1

𝛽
𝑖
𝑔 (𝑤
𝑖
⋅ 𝑥
𝑘
+ 𝑏
𝑖
) − 𝑦
𝑘
)

2

. (10)

The parameters are optimized by calculating the negative
gradients of objective function in (10)with respect to𝑤

𝑖
, 𝑏
𝑖
, 𝛽
𝑖
.

Consider

𝑤
𝑗
= 𝑤
𝑗−1

− 𝜏
𝜕𝐸

𝜕𝑊
. (11)

The accuracy and learning speed of gradient based
method particularly depend on the learning rate, 𝜏. Small
learning rate provides very slow convergence, whereas a
larger learning rate exhibits the bad local minima effect.
ELM uses minimum norm least-square solution to get rid
of these limitations. The weight and bias values of ELM are
randomly assigned unlike SLFNNs. Output weights of ELM
are analytically determined through a generalized inverse
operation of the hidden layer weight matrices, since the
learning problem is converted into a simple linear system.
So it is obtained extremely fast with better generalization
performance than those of traditional SLFNN for hidden
layers with infinitely differentiable activation functions. The
final ELM achieves not only the smallest training error but
also the smallest generalization error thanks to the obtained
smallest norm of output weights similar to Support Vector
Machines (SVM) [24].

For randomly fixed weights in the hidden nodes, the
learning of ELM is equal to a least-square solution in (9).
𝐺 is a nonsquare matrix for 𝑀 ≪ 𝑁. ELM represented by
the linear system in (7) gives a norm least-square solution as
𝛽 = 𝐺

∗

𝑌 = (𝐺
𝑇

𝐺)
−1

𝐺
𝑇

𝑌, where 𝐺∗ is the Moore-Penrose
generalized inverse of matrix𝐺.The smallest training error is
achieved by using

󵄩󵄩󵄩󵄩󵄩
𝐺𝛽 − 𝑌

󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩𝐺𝐺
∗

𝑌 − 𝑌
󵄩󵄩󵄩󵄩 = min
𝛽

󵄩󵄩󵄩󵄩𝐺𝛽 − 𝑌
󵄩󵄩󵄩󵄩 . (12)

The performance of ELMs having different activation
functions has been presented for both regression and classifi-
cation in [14–18]. In this paper, we are interested in the ELM
classifiers with a sigmoid activation function.

4. Hybrid Color Spaces for Face Recognition

The hardware-oriented models including digital image pro-
cessing commonly use 𝑅𝐺𝐵 color space. Each pixel of a
color image is represented in the hardware as binary values
for the red, green, and blue color components. Different
color spaces are used for different applications. Hence, the
𝑅𝐺𝐵 color space can be converted to the desired color
space by using the values in some formulation with respect
to the application. The color components of 𝑅𝐺𝐵 color
space have largely correlation with each other. Hence the
conventional color spaces such as 𝑌𝐼𝑄, 𝑌𝐶𝑏𝐶𝑟, 𝐿∗𝑎∗𝑏∗, and
𝐻𝑆𝑉 are more effective than original 𝑅𝐺𝐵 color space at face
recognition. In this paper, we investigated the color spaces in
the literature and their hybrid color component combinations
and their color component combinations for improving face
recognition performance.

The𝐻𝑆𝑉 (hue, saturation value) color space is defined as
follows [25]:

𝐻 = {
𝜃 if 𝐵 ≤ 𝐺
360 − 𝜃 if 𝐵 > 𝐺

𝑆 = 1 −
3

(𝑅 + 𝐺 + 𝐵)
[min (𝑅, 𝐺, 𝐵)] ,

𝑉 = max (𝑅, 𝐺, 𝐵) ,

(13)

where

𝜃 = cos−1
{

{

{

0.5 [(𝑅 − 𝐺) + (𝑅 − 𝐵)]

[(𝑅 − 𝐺)
2

+ (𝑅 − 𝐵) (𝐺 − 𝐵)]
1/2

}

}

}

. (14)

In this color space, hue (𝐻) is a measure of the spectral
composition of a color, saturation (𝑆) shows the relative purity
or the amount of white light mixed with a hue, and value (𝑉)
refers to the luminance of the image.Thismodel is commonly
used for face detection and skin detection [26–28].

The 𝑌𝐶𝑏𝐶𝑟 color space is given by [29]

[

[

𝑌

𝐶𝑏

𝐶𝑟

]

]

= [

[

0.257 0.504 0.098

−0.148 −0.291 0.439

0.439 −0.368 −0.071

]

]

[

[

𝑅

𝐺

𝐵

]

]

+ [

[

16

128

128

]

]

, (15)

where 𝐶𝑏 and 𝐶𝑟 are chrominance components and 𝑌 is
separating luminance component. This space is effective for
skin color segmentation and face detection [26–28, 30].

The 𝑌𝐼𝑄 color space is computed by

[

[

𝑌

𝐼

𝑄

]

]

= [

[

0.299 0.5870 0.1140

0.5957 −0.2745 −0.3213

0.2115 −0.5226 −0.3111

]

]

[

[

𝑅

𝐺

𝐵

]

]

, (16)
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where 𝐼 stands for in-phase and 𝑄 stands for “quadrature”,
which is based on quadrature amplitude modulation. Con-
sider

[

[

𝑋

𝑌

𝑍

]

]

= [

[

0.607 0.174 0.200

0.299 0.587 0.114

0.000 0.066 1.116

]

]

[

[

𝑅

𝐺

𝐵

]

]

. (17)

The 𝐿∗𝑎∗𝑏∗ color spaces are defined based on the 𝑋𝑌𝑍
tristimulus values by the following equations:

𝐿
∗

=

{{{{

{{{{

{

116(
𝑌

𝑌
𝑛

)

1/3

− 16 if 𝑌

𝑌
𝑛

> 0.008856

903.3 (
𝑌

𝑌
𝑛

) if 𝑌

𝑌
𝑛

≤ 0.008856

𝑎
∗

= 500 ∗ (𝑓(
𝑋

𝑋
𝑛

) − 𝑓(
𝑌

𝑌
𝑛

)) ,

𝑏
∗

= 200 ∗ (𝑓(
𝑌

𝑌
𝑛

) − 𝑓(
𝑍

𝑍
𝑛

)) ,

(18)

where 𝑋
𝑛
, 𝑌
𝑛
, and 𝑍

𝑛
are the tristimulus values of the

reference white point. Consider

𝑓 (𝑡) =
{

{

{

𝑡
1/3 if 𝑡 > 0.008856

7.787 ∗ 𝑡 +
16

116
if 𝑡 ≤ 0.008856.

(19)

The 𝐿∗𝑎∗𝑏∗ color space corresponds to brightness rang-
ing from black (0) to white (100). 𝑎∗ component corresponds
to the measurement of redness (positive values) or greenness
(negative values). 𝑏∗ component corresponds to themeasure-
ment of yellowness (positive values) or blueness (negative
values). This color space was effectively used for color face
expression recognition in [31].

The normalized𝑋𝑌𝑍 and 𝑅𝐺𝐵 color spaces are obtained
by using the across-color-component normalization tech-
nique in [4]. In this paper, the normalized 𝑋𝑌𝑍 and 𝑅𝐺𝐵

color spaces are names as 𝑋𝑌𝑍-𝑛 and 𝑅𝐺𝐵-𝑛, respectively.
The normalized color components, 𝑋, 𝑌, 𝑍, 𝑅, 𝐺, and 𝐵 are
named as𝑋𝑛,𝑌𝑛,𝑍𝑛,𝑅𝑛,𝐺𝑛, and𝐵𝑛, respectively.𝑋𝑌𝑍-𝑛 and
𝑅𝐺𝐵-𝑛 color spaces are defined as

[

[

𝑋
𝑛

𝑌
𝑛

𝑍
𝑛

]

]

= [

[

0.6070 0.1740 0.2000

−0.0901 0.3631 −0.2730

−0.4600 −0.1986 0.6586

]

]

[

[

𝑅

𝐺

𝐵

]

]

,

[

[

𝑅
𝑛

𝐺
𝑛

𝐵
𝑛

]

]

= [

[

1 0 0

−0.5774 0.7887 −0.2113

−0.5774 −0.2113 0.7887

]

]

[

[

𝑅

𝐺

𝐵

]

]

.

(20)

In [10], a simple effective model was generated by means
of the subtraction of primary colors with respect to Ockham’s
razor principle. In this paper, the color space is named as
RGB-r.The color components,𝐺 and 𝐵, are named as𝐺𝑟 and
𝐵𝑟, respectively. Consider

[

[

𝑅𝑟

𝐺𝑟

𝐵𝑟

]

]

= [

[

1 0 0

1 −1 0

1 0 −1

]

]

[

[

𝑅

𝐺

𝐵

]

]

, (21)

Generally, the 𝐻𝑆𝑉 and 𝑌𝐶𝑏𝐶𝑟 color spaces are the
best color spaces used for skin detection and face detection
[3, 26–28, 30, 31]. The 𝑅 component images have fine face
region [32].The𝐶𝑟 and𝐶𝑏 component images contain partial
face contour information [9]. The 𝑆 and 𝑉 components are
the powerful component images for color face recognition
[6, 29], whereas 𝑅𝐼𝑄 color space [8], 𝑅𝐶𝑟𝑄 color space [9],
𝑅𝐺𝐵-𝑟 color space [10], and 𝑍𝑅𝐺-𝑛 color space consisting of
the color components of𝑋𝑌𝑍-𝑛 and 𝑅𝐺𝐵-𝑛 color spaces [11]
have been powerful color spaces for face recognition.

5. Feature Extraction for Color
Face Recognition

This section details the novel color feature extraction and
multiple feature combination methods for the proposed
LCSPT face recognition algorithm. The algorithm incorpo-
rates features such as local spatial information and color
information for improving face recognition performance.
The color information is obtained by using novel hybrid
color spaces derived from six conventional color spaces,𝑅𝐺𝐵,
𝑌𝐼𝑄, 𝑌𝐶𝑏𝐶𝑟,𝑋𝑌𝑍,𝐻𝑆𝑉, and 𝐿∗𝑎∗𝑏∗ and three hybrid color
spaces, the 𝑅𝐺𝐵-𝑛 [5], 𝑋𝑌𝑍-𝑛 [5], and the RGB-r [10]. The
hybrid spaces in this paper are constructed by 3 components
as in [33]. So the dominant features of each component image
are merged.

Illustration of the proposed LCSPT face recognition
algorithm is given in Figure 4.The algorithm is applied in five
steps.

(1) In this paper, new three color spaces, 𝑌𝑆𝐶𝑟, 𝑍𝑛𝑆𝐶𝑟,
and 𝐵

𝑛

𝑆𝐶𝑟 are constructed. The new hybrid color
spaces consist of the 𝐶𝑏 and 𝐶𝑟 component images
of the 𝑌𝐶𝑏𝐶𝑟 color space, the 𝑆 color component
of the 𝐻𝑆𝑉 color spaces, and the 𝑍𝑛 and 𝐵

𝑛 color
components of the normalized𝑋𝑌𝑍 color space.

(2) Each component contrast is enhanced and divided
into local partitions by an efficient pixel number. An
efficient pixel number is determined by taking the
resolution of face image into consideration.

(3) By applying SPT at a specific scale and a specific
orientation to each local image portion, the statistical
features such as mean, entropy, and variance of the
local face images are extracted.

(4) The group of ELM classifiers is employed to classify
the statistical features relating to the color component
images of each subband. A decision fusion system
combines local decisions from each classifier in the
group into a single decision. The combination is
implemented by a product decision rule to generate
a fused decision vector [34].

6. Experiments and Results

This section evaluates the effectiveness of the proposed
LCSPT algorithm on possibly the most representative exam-
ples of color face recognition. We used the color FERET
database [21] and the AR database for experiments [22].
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Figure 4: The block scheme of the proposed LCSPT algorithm.

The experiments cover a wide range of facial variability and
moderately controlled capturing conditions: facial expression
(AR and color FERET), illumination changes (AR and color
FERET), aging (color FERET), and slight changes in pose
(color FERET). Experiments performed were using a single
sample per class for color FERET database as well as more
than one sample per class for the AR database.

In color FERETdatabase, we centered all face images with
respect to their ground truth face coordinates in [21] cropped
and scaled to 128×128 pixels resolution.We used the cropped

AR face images in [35]. In particular, we applied SPT at 3
scales (128×128, 64×64, 32×32) and 4 orientation subbands
(−𝜋/4, 0, 𝜋/4, 𝜋/2) to the cropped images. The highpass
subband is labeled as 𝐻𝑆 in all tables. In experiments, all
subbands relating to only the first scale were used since the
results of the first scalewere better than the others. If the other
scales were used for the face recognition, the recognition
performance might increase too. However, the computation
complexity will increase since the input space dimension will
grow. We tried many efficient pixel numbers such as 4 × 4,
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(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n)

Figure 5: Sample images for one subject of the AR database. The images of (a) neutral expression, (b) smile, (c) anger, (d) scream, (e) left
light on, (f) right light on, (g) all sides with light on, and the images of (h)–(n) under the second session.

16 × 16, and 32 × 32. We obtained the best performances
for both datasets by using an efficient pixel number of 8 ×
8.

All the experiments are run on a personal notebook
computer with 2.4-GHz Intel(R) Core(TM)2 Duo processor,
3 GB memory, and Windows 7 operation system. Compar-
ative studies of ELM, SVM, k-Nearest-Neighbors (k-NN),
and Feed-forward Neural Networks (FNNs) for the proposed
LCSPT face recognition algorithm are carried out. In order
to validate both the classification accuracy and the training
and testing speeds of SVM,MATLAB interface LIBSVM 2.83
software implementing Sequential Minimal Optimization
algorithm, decomposing the overall QP problem into QP
subproblems, http://www.csie.ntu.edu.tw/∼cjlin/libsvm, was
used [36].The values of kernel and regularization parameters
were selected taken as 1/(2𝜎2) = [24, 23, 22, . . . , 2−10] and𝐶 =

[2
12

, 2
11

, 2
10

, . . . , 2
−2

], respectively. 15 × 15 = 225 combina-
tions of the parameters were generated.The best combination
was searched [36, 37]. The parameters exhibiting the best 10-
fold cross-validation accuracy on the training dataset were
accepted as optimal ones as in [24, 36, 37]. 10-fold cross-
validation divides the training set into 10 subsets of equal size,
and sequentially one subset is tested using the classifier that
was trained on the remaining 9 subsets.

ELM, having fast learning and testing speed, allows us
to repeat the experiments several times. We changed hidden
neuron number of ELM with sigmoid activation function
to find the best number. We firstly took as 10 and then
increased to the input sample size by the increasing step of
2. We searched ELM with the best correctness. ELM gives
better results for large hidden neuron number [15]. On the
other hand, an FNN can give good results for small hidden
neuron number. The hidden neuron number of the FNNs
with sigmoid function was determined in a range from 10
to the input sample size by steps of 2. The FNNs were
trained using the conjugate gradient learning algorithm for
500 epochs. For k-NN, we changed the neighbor number

from 1 to 5. We run every experiment for each classifier 10
times. Average results are reported in tables.

In addition, we compared the performance of our LCSPT
face recognition algorithm with those of color Local Binary
Decision (LBD) method in [38] and Local Color Vector
Binary Patterns (LCVBP) method in [39]. We used the
MATLAB source codes available in [38, 39]. For LBD, we
used the local standard deviation filter with a window size
of 7 × 5 pixels for a normalization window size of 80 × 90

with respect to the recommendations in [38]. For LCVBP, we
rescaled to the size of 112 × 112 pixels and then divided into
the local regions with the size of 18× 21 pixels as in [39]. Our
method performed the best recognition performance in all
experiments.

We also tried the feature fusion frame for our algorithm.
Decision fusion has slightly better performance with respect
to the feature fusion inmany subbands.The results relating to
the feature fusion frame are not included in the tables in order
not to corrupt the completeness of the paper. In addition,
the feature fusion frame is used together with the dimension
reduction techniques in general because it has a large number
of features. This also means an additional computational
cost. If the dimension reduction techniques are not used, the
feature fusion frame requires large computational time.

6.1. Evaluation of Proposed LCSPT on AR Database. The AR
database [22] contains over 4,000 frontal view color face
images of 126 subjects (76 men and 56 women). Each subject
has up to 26 images taken in two sessions, separated by
two weeks. Each session contains 13 images with different
facial expressions, lighting conditions, and occlusions. The
images of 100 subjects were used in our experiments [35].
Figure 5 shows the image samples relating to one person
in the AR database used in our experiments. The images
consist of neutral expression, smile, anger, scream, left light
on, right light on, and all sides light on for both sessions under
the same conditions. We planned two experiments on the
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Figure 6: A subject of the AR database and its color component images.

AR database in order to study the robustness of the LCSPT
face recognition algorithm. In the first AR experiment, we
contained only the variation of facial expressions. We used
four images (a)–(d) of session 1 for training and three images
(i)–(k) of session 2 for testing. In the second AR experiment,
we included both illumination variations and expression
variations. We used seven images (a)–(g) of session 1 for
training and seven images (h)–(n) of session 2 for testing.

We did not consider the occluded face recognition in each
session.

Firstly, the performance of our algorithm on 24 color
components (𝑅,𝐺, 𝐵,𝐻, 𝑆,𝑉,𝑌,𝐶𝑏,𝐶𝑟,𝑌, 𝐼,𝑄,𝑋,𝑍, 𝐿∗, 𝑎∗,
𝑏
∗,𝑋𝑛,𝑌𝑛,𝑍𝑛, 𝐵𝑛,𝐺𝑛,𝐺𝑟, and 𝐵𝑟) of the 9 color spaces (𝑅𝐺𝐵,
𝐻𝑆𝑉,𝑌𝐶𝑏𝐶𝑟,𝑌𝐼𝑄,𝑋𝑌𝑍,𝐿∗𝑎∗𝑏∗,𝑅𝐺𝐵-𝑛 [5],𝑋𝑌𝑍-𝑛 [5], and
𝑅𝐺𝐵-𝑟 [10]) is constructed. The color component images of
the evaluated color spaces are shown on an image belonging
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Table 1: Performance comparison in color component images of LCSPT-ELM face recognition algorithm: the AR database.

ex1 ex2
HS − 𝜋/4 0 𝜋/4 𝜋/2 HS − 𝜋/4 0 𝜋/4 𝜋/2

𝑅 90.97 95.13 94.44 87.50 94.44 91.96 91.07 91.36 86.30 91.36
𝐺 91.66 94.44 93.05 90.97 93.05 90.77 91.66 91.66 85.71 91.07
𝐵 91.66 91.66 93.13 92.64 94.11 93.75 93.15 93.75 91.07 94.04
𝑌 93.75 94.44 93.05 91.66 94.44 94.04 93.75 94.64 90.47 94.04
𝐶𝑏 86.11 90.97 90.97 86.11 91.67 85.71 89.28 90.17 87.20 92.26
𝐶𝑟 86.80 92.36 93.75 88.19 93.05 86.90 92.55 91.66 88.39 92.26
𝑆 89.58 91.66 95.83 90.97 94.44 90.17 94.34 94.94 89.58 94.94
𝐻 85.41 82.63 84.02 75.00 90.27 87.20 85.41 86.30 77.08 86.90
𝑉 90.97 93.05 90.97 87.50 90.97 88.09 86.60 86.90 83.63 88.09
𝑌 90.97 93.05 93.75 87.50 92.36 91.36 92.26 92.85 88.69 92.26
𝐼 88.89 90.27 95.13 90.27 91.66 87.20 94.04 93.75 88.09 91.36
𝑄 74.30 77.77 82.63 74.30 81.25 71.42 74.10 80.95 74.70 76.78
𝐿
∗ 91.66 95.13 93.05 90.97 93.75 91.07 94.04 93.15 89.88 93.75
𝑎
∗ 82.63 90.27 92.36 86.80 90.97 83.63 88.98 91.66 84.52 87.50
𝑏
∗ 93.62 90.68 92.15 92.15 92.15 85.71 89.28 91.36 84.82 90.47
𝐺
𝑛 90.97 92.36 93.75 88.88 94.44 91.36 92.55 92.26 88.39 92.26

𝐵
𝑛 93.05 92.36 96.52 91.66 93.75 92.85 93.45 94.64 90.47 93.15

𝑋
𝑛 92.36 94.44 94.44 90.27 94.44 94.04 93.75 94.04 90.77 93.75

𝑌
𝑛 87.50 89.58 90.97 86.80 88.19 89.28 88.98 91.66 86.90 89.88

𝑍
𝑛 90.97 92.36 96.52 92.36 94.44 93.45 93.15 94.04 90.47 94.04

𝑋 89.58 94.44 93.75 86.80 90.97 90.47 92.55 92.26 88.69 92.85
𝑍 92.36 93.05 95.13 88.19 93.75 92.85 92.55 92.26 88.09 93.45
𝐺𝑟 85.41 92.36 94.44 87.50 92.36 82.73 93.75 90.17 86.30 89.28
𝐵𝑟 89.58 92.36 92.36 88.88 94.44 87.79 91.36 93.45 87.79 94.94
Bold values mean the color components with correctness over 90% for all subbands and the subbands with the highest correctness.

to the AR database as in Figure 6. Table 1 presents our results
on 24 color component images. The left side of Table 1 lists
the results of AR experiment 1. These results indicate that
the correctness at all subbands for 𝐺, 𝐵, 𝑌, 𝐿∗, 𝐵𝑛, 𝑋𝑛, and
𝑍
𝑛 color components are over 90%. However, the correctness

of the other color components is below 90% in one or many
subbands. Taking into consideration all the subbands for the
𝐺, 𝐵,𝑌, 𝐿∗, 𝐵𝑛,𝑋𝑛, and𝑍𝑛 color components, we observe the
best results on the 𝑌 color component for HS subband, the
𝐿
∗ color component for −𝜋/4 subband, the 𝑍𝑛 and 𝐵𝑛 color

components for 0 subband, B for 𝜋/4 subband, and the 𝑌,
𝑍
𝑛, and 𝑋𝑛 color components for 𝜋/2 subband. From these

results, we conclude that the results of the 𝑌, 𝐿∗, 𝑍𝑛, 𝐵𝑛, and
𝐵 color components are better than the 𝐺 color component
and even the others for facial expression experiment. In
the case of an experiment including the variation of facial
expression, 𝑍𝑛 and 𝐵

𝑛 color components are the best in
the color components with respect to the correctness in the
their subbands since the fusion of the subbands with high
correctness will provide a higher correctness.

The right side of Table 1 lists the results of AR experiment
2. These results indicate that the correctness at all subbands
on only 𝐵, 𝑌, 𝐵𝑛, 𝑋𝑛, and 𝑍

𝑛 color components is over
90%. Taking all the subbands for 𝐵, 𝑌, 𝐵𝑛, 𝑋𝑛, and 𝑍𝑛 color
components into consideration, we observe the best results
on 𝑌 and 𝑋

𝑛 color components for 𝐻𝑆 subband, 𝑌 and

𝑋
𝑛 color components for −𝜋/4 subband, 𝑌 and 𝐵

𝑛 color
components for 0 subband, B for 𝜋/4 subband, and 𝑌, 𝐵 and
𝑍
𝑛 color components for 𝜋/2 subband. From these results,

we conclude that 𝑌 color component is specifically better
than the others for the experiment including illumination
experiment. The results correlate with the literature [26–
28, 30]. From all the results in Table 1, we infer that the color
components, 𝑌, 𝑍𝑛, 𝐵𝑛, 𝑋𝑛, and 𝐵 can be used to obtain an
acceptable goodperformance in both experiments.Hence,we
can give our priority to these components in an experiment
including the variation of illumination.

We compared our new three hybrid color spaces to 9 color
spaces of 𝑅𝐺𝐵,𝐻𝑆𝑉, 𝑌𝐶𝑏𝐶𝑟, 𝑌𝐼𝑄,𝑋𝑌𝑍, 𝐿∗𝑎∗𝑏∗, 𝑅𝐺𝐵-𝑛 [5],
𝑋𝑌𝑍-𝑛 [5], and𝑅𝐺𝐵-𝑟 [10] and the hybrid color space of𝑅𝐼𝑄
[8], 𝑅𝐶𝑟𝑄 [9], and𝑍𝑅𝐺-𝑛 [5] and presented advantages with
respect to the conventional RGB color space. In order tomake
our results clearer, we give only the best hybrid color spaces
although we tried all combinations of 24 color components.
Table 2 shows the recognition correctness of all hybrid color
spaces. Specifically, we obtained that the hybrid color spaces
generated by using the 𝑆 and𝐶𝑟 color components combined
together with the 𝑌, 𝐵𝑛, 𝑋𝑛, 𝐵, and 𝑍

𝑛 color components
improve more effectively the face recognition performance.
For two AR experiments, the results of the 𝑌𝑆𝐶𝑟, 𝐵𝑛𝑆𝐶𝑟,
and 𝑍

𝑛

𝑆𝐶𝑟 hybrid color spaces outperform those of the
powerful conventional color spaces, the other color spaces
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Table 2: Performance comparison in different hybrid color spaces of LCSPT-ELM face recognition algorithm: the AR database.

ex1 ex2
HS −𝜋/4 0 𝜋/4 𝜋/2 HS −𝜋/4 0 𝜋/4 𝜋/2

𝑅𝐺𝐵 97.72 98.41 97.02 96.33 97.02 96.78 97.08 96.28 94.40 97.08
𝐻𝑆𝑉 95.25 96.61 94.72 95.64 94.69 93.51 94.58 97.58 95.59 93.98
𝑌𝐶𝑏𝐶𝑟 95.63 98.41 97.71 94.94 98.41 95.88 98.26 97.07 94.39 97.07
𝑌𝐼𝑄 96.33 97.02 97.72 95.64 96.33 95.88 97.07 97.67 95.88 96.78
𝑋𝑌𝑍 94.24 95.63 96.33 90.77 96.33 93.50 94.99 94.39 90.23 94.99
𝐿
∗

𝑎
∗

𝑏
∗ 94.02 99.01 97.02 97.41 98.41 96.78 98.16 97.37 95.98 98.08

𝑅𝐺𝐵-𝑛 [5] 93.75 96.82 97.71 95.64 95.69 94.99 97.85 97.37 94.99 97.07
𝑋𝑌𝑍-𝑛 [5] 93.55 97.02 97.72 95.64 97.72 94.99 95.59 95.59 92.91 95.29
𝑅𝐺𝐵-𝑟 [10] 94.25 97.02 97.72 95.64 97.72 94.69 98.56 97.37 94.10 97.97
𝑅𝐼𝑄 [8] 94.94 97.71 97.71 96.33 98.41 94.39 96.18 95.88 93.80 95.88
𝑅𝐶𝑟𝑄 [9] 96.33 97.72 97.72 95.64 98.41 94.69 96.28 96.18 93.80 96.18
𝑍𝑅𝐺-𝑛 [5] 97.02 97.72 97.02 94.94 97.02 96.18 96.48 97.37 94.10 98.26
𝑌𝑆𝐶𝑟 96.33 99.11 99.80 97.72 99.11 96.78 98.86 96.26 96.78 99.45
𝐵
𝑛

𝑆𝐶𝑟 95.64 99.11 99.80 97.02 99.11 97.07 99.16 98.56 96.78 99.16
𝑍
𝑛

𝑆𝐶𝑟 95.64 99.11 99.80 98.41 99.11 96.18 99.16 98.56 96.78 99.16
Bold values specify the hybrid color spaces and their subbands with the highest correctness.

Table 3: Comparison of training time, testing time, and correctness of LCVBP, LBD, and LCSPT-ELM: the AR database.

ex1 ex2
Training time (s) Testing time (s) Correctness rate (%) Training time (s) Testing time (s) Correctness rate (%)

LCVBP [39] 5850.12 5320.45 98.01 10350 7750 97.56
LBP [38] 3826.01 — 98.23 3795.91 — 98.12
LCSPT-ELM 544.86 360.27 99.80 602.52 358.08 99.16

Table 4: Comparison of parameter adjusting time and testing time of k-NN, FNN, SVM, and ELM: the AR database.

ex1 ex2
Parameter

adjusting time (s) Testing time (s) Best parameters Parameter
adjusting time (s) Testing time (s) Best parameters

k-NN 4.3 0.12 𝑘 = 2 10.27 0.38 𝑘 = 2

SVM 119 0.28 (21, 2−10) 508.12 1.157 (21, 2−10)
ELM 12.79 0.034 𝑁 = 104 82.54 0.080 𝑁 = 122

FNN 1875 0.028 𝑁 = 44 11494 0.032 𝑁 = 54

and the individual color components such as 𝑅,𝐺, 𝑌, and𝑍𝑛.
Moreover, we obtained the best results with the correctness
of 99.45 in the 𝑌𝑆𝐶𝑟 hybrid color space. On the other hand,
if one wants to have the higher correctness for each color
component or each color space in Table 1 and Table 2, then
all their subbands could be fused by the decision or feature
fusion method [13, 20] in terms of more computational
complexity.

In Table 3, we compared our results on the 𝑌𝑆𝐶𝑟 hybrid
color space to LBD method in [38] and LCVBP method [39]
in terms of the training time and the testing time and the
recognition correctness. As can be seen from these results,
our LCSPT-ELM face recognition algorithm is the best one
in computing time especially. Moreover, the correctness of
LCSPT-ELM outperforms the others.

We also compared the parameter adjusting time, the
testing time, and correctness of SVM, k-NN, FNN, and
ELM. Figure 7 shows the correctness of all classifiers. ELM
outperforms the others in terms of the correctness. In Table 4,
the results on the 𝑌 color component image are given. FNN
is the most time consuming method in with regard to the
parameter adjusting time, but FNN has the shortest testing
time due to the high compact network architecture [15]. The
parameter adjusting time of k-NN is the fastest, however, its
performance and testing time are worse than that of the ELM
for both AR experiments.The advantage of ELM is obviously
seen by taking both the correctness and training time into
consideration. ELM runs around 6 times faster than SVM
and 130 times faster than FNN. After the parameter adjusting
process we obtained the optimum parameters for the AR



The Scientific World Journal 11

k-NN ELM FNN SVM
Different classifiers

0

10

20

30

40

50

60

70

80

90

100

C
or

re
ct

ne
ss

(a)

k-NN ELM FNN SVM
Different classifiers

0

10

20

30

40

50

60

70

80

90

100

C
or

re
ct

ne
ss

(b)

Figure 7: Performance comparison for k-NN, ELM, FNN, and SVM classifiers: AR database: (a) Experiment 1 and (b) Experiment 2.

experiments. The hidden neuron number of FNN and ELM,
neighbor number of k-NN, and (𝐶, 1/(2𝜎2)) parameters of
SVM are given in Table 4.

6.2. Evaluation of Proposed LCSP on Color FERET Database.
The FERET database consists of 11,388 color facial images
obtained from 994 subjects being captured in the course
of 15 sessions. The images have a resolution of 512 × 768

pixels. The database is very challenging due to significant
appearance changes in the individual subjects in terms of
aging, facial expressions, glasses, hair, moustache, nonuni-
form illumination variations, and slight changes in pose. The
database is divided into five subsets: fa, fb, fc, dup1, and
dup2. fa subset contains one frontal view per subject and
in total 1196 subjects. We conducted single-sample-per-class
face recognition experiments on the color FERET database
[21]. The FERET evaluation methodology requires that the
training processing be carried out using only the fa subset.
We selected a subset of color face images of 204 persons.
Their ground truth face coordinates are available in the color
FERET database.We generated the training set by only single
image portrait images consisting of 204 people from fa subset,
whereas testing set was from the fb subset and the dup 1
subset. Figure 8 shows some sample images relating to the
subsets of fa, fb, and dup1 of the color FERET database used
in our experiments.

The left side of Table 5 shows the results on the fb subset
of color FERET database. We observe the best results on the
𝐵
𝑟
color component for𝐻𝑆 subband, the 𝑆 color component

for −𝜋/4 subband, the 𝑌, 𝑋, and 𝐼 color components for 0
subband,𝐶𝑏 color component for𝜋/4 subband, and the𝐵 and
𝑍
𝑛 color components for𝜋/2 subband. From these results, we

conclude that 𝐵𝑟, 𝑆, 𝑌,𝑋, 𝐼, 𝐶𝑏, 𝐵, and 𝑍𝑛 color components
are especially better than the others. The right side of Table 5
shows the results on the dup 𝐼 subset of the color FERET
database. As we can see from the right side of Table 5, the
best color components are the 𝐺, 𝐼, 𝑌, and 𝑍𝑛. If we search
the best color components in Table 5 for both experiments
on color FERET database, we can observe that the 𝑌, 𝑍𝑛,
and 𝐼 color components can achieve good correctness for
expression, illumination, and aging experiments.

FromTable 6, it can be observed that the best hybrid color
spaces for both the fb subset and the dup1 subset are 𝑌𝑆𝐶𝑟,
𝐵
𝑛

𝑆𝐶𝑟, and 𝑍
𝑛

𝑆𝐶𝑟. Taking both the AR database and the
color FERET database into consideration, we infer a result
that the 𝑌 and 𝑍𝑛 color components and the 𝑌𝑆𝐶𝑟, 𝐵𝑛𝑆𝐶𝑟,
and 𝑍𝑛𝑆𝐶𝑟 hybrid color spaces are very effective for our face
recognition algorithm.

The comparison results for the 𝑌𝑆𝐶𝑟 hybrid color space
are described in Table 7. It is shown that the proposed
LCSPT-ELM outperforms in terms of computing time and
recognition correctness. In this paper, the extracted feature
number is very small because only 3 features for each local
portion of the color component of each image are used. Nat-
urally, training and testing time are very small. On the other
hand, the feature number can be reduced by the dimension
reduction techniques such as PCA and LDA. Therefore, the
computational complexity can be more reduced.

Table 8 shows the average results of LCSPT face recog-
nition algorithm using k-NN, FNN, SVM, and ELM on the
𝑌 color component image. Figure 9 depicts the results of
LCSPT face recognition algorithm on the 𝑌𝑆𝐶𝑟 hybrid color
space. From Table 8 and Figure 9, we observe that the ELM
outperforms the other classifiers.
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Table 5: Performance comparison in the color component images of LCSPT-ELM face recognition algorithm: the color FERET database.

fb set dup1 set
HS −𝜋/4 0 𝜋/4 𝜋/2 HS −𝜋/4 0 𝜋/4 𝜋/2

𝑅 91.19 93.15 91.68 89.72 91.68 73.35 71.88 74.82 72.37 73.35
𝐺 91.19 91.68 94.13 92.66 93.64 78.25 72.37 77.27 69.43 73.84
𝐵 92.66 92.66 94.13 93.64 95.11 70.90 71.39 71.39 68.45 74.82
𝑌 91.70 92.66 95.64 91.19 93.64 72.86 70.90 84.39 75.39 74.82
𝐶𝑏 94.62 92.17 94.62 95.11 94.62 69.92 64.03 73.35 61.09 73.84
𝐶𝑟 93.64 93.15 93.15 89.72 92.66 75.80 75.31 79.72 67.47 77.27
𝑆 90.70 95.60 95.11 94.13 96.09 70.41 69.43 70.90 72.86 77.27
𝐻 92.66 91.19 91.68 87.27 93.15 69.43 62.56 69.92 55.70 65.50
𝑉 87.76 92.66 92.17 90.21 91.68 69.43 73.84 74.82 71.88 74.82
𝑌 89.72 92.66 94.62 91.19 94.13 71.39 72.37 76.29 74.82 76.78
𝐼 92.66 93.64 95.64 93.15 94.62 76.29 77.76 80.21 72.37 82.17
𝑄 73.05 74.03 76.98 75.50 76.98 49.82 53.25 56.19 52.76 55.21
𝐿
∗ 92.17 92.17 93.64 91.68 93.64 73.35 71.88 70.90 70.41 73.35
𝑎
∗ 93.64 91.68 90.21 90.70 93.64 74.82 69.43 76.78 63.05 76.78
𝑏
∗ 94.62 91.68 93.15 93.15 93.15 66.49 65.50 71.88 66.49 72.86
𝐺
𝑛 93.15 92.66 93.64 91.19 94.13 70.41 69.43 74.33 66.49 71.88

𝐵
𝑛 91.70 92.66 94.13 92.17 93.15 68.94 69.92 70.41 68.94 75.31

𝑋
𝑛 91.68 93.15 93.64 91.19 92.17 73.84 70.90 69.92 69.43 74.82

𝑌
𝑛 91.68 89.23 89.23 89.72 91.19 71.39 65.01 70.41 60.60 69.92

𝑍
𝑛 92.17 91.68 94.62 92.17 95.11 69.92 68.45 73.35 68.45 83.29

𝑋 90.21 93.64 95.64 91.19 92.66 69.43 72.37 76.78 75.37 76.78
𝑍 88.74 92.66 94.13 90.21 93.15 66.00 67.47 73.84 69.92 73.84
𝐺𝑟 92.66 92.17 92.66 90.70 94.13 74.82 72.86 76.78 65.50 77.27
𝐵𝑟 96.58 95.11 94.13 94.13 93.64 72.85 74.33 75.80 71.88 77.76
Bold values specify the color components and their subbands with high correctness.

Table 6: Performance comparison in different hybrid color spaces of LCSPT-ELM face recognition algorithm: the color FERET database.

fb set dup1 set
HS −𝜋/4 0 𝜋/4 𝜋/2 HS −𝜋/4 0 𝜋/4 𝜋/2

𝑅𝐺𝐵 97.79 97.790 97.30 96.81 96.81 76.86 73.92 74.41 73.43 75.88
𝐻𝑆𝑉 90.42 96.850 97.71 93.34 95.92 80.32 80.34 80.24 78.11 85.17
𝑌𝐶𝑏𝐶𝑟 99.26 97.30 98.77 98.28 98.77 82.74 84.70 84.70 81.27 84.21
𝑌𝐼𝑄 96.32 97.30 98.77 96.32 97.79 75.88 77.35 82.25 76.86 80.29
𝑋𝑌𝑍 91.42 94.85 96.81 93.38 96.32 70.00 72.94 76.86 75.88 78.33
𝐿
∗

𝑎
∗

𝑏
∗ 92.12 97.88 97.30 97.17 98.81 80.74 83.23 83.41 82.43 84.84

𝑅𝐺𝐵-𝑛 [5] 93.89 94.85 97.83 93.87 95.32 80.68 84.70 83.23 80.80 79.25
𝑋𝑌𝑍-𝑛 [5] 92.89 94.85 96.81 93.87 96.32 74.90 73.43 75.88 75.88 79.31
𝑅𝐺𝐵-𝑟 [10] 99.70 96.81 97.30 95.83 97.79 80.78 84.70 84.21 79.80 82.25
𝑅𝐼𝑄 [8] 95.83 96.81 98.28 96.81 98.28 75.39 80.29 82.74 79.31 79.80
𝑅𝐶𝑟𝑄 [9] 98.28 97.30 97.79 97.79 96.81 76.37 79.80 81.76 79.31 81.76
𝑍𝑅𝐺-𝑛 [5] 94.36 94.85 95.83 93.87 96.32 75.88 75.88 77.35 74.90 77.84
𝑌𝑆𝐶𝑟 96.81 98.28 98.77 98.28 99.75 85.19 84.70 84.70 83.23 89.11
𝐵
𝑛

𝑆𝐶𝑟 97.79 98.28 98.77 99.26 99.75 82.74 84.21 83.72 81.27 89.11
𝑍
𝑛

𝑆𝐶𝑟 97.79 98.28 98.77 99.26 99.75 83.72 83.72 85.19 82.74 89.11
Bold values specify the hybrid color spaces and their subbands with the highest correctness.
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Figure 8: Some sample images of the subsets of (a) fa, (b) fb, and (c) dup1 of the color FERET database.
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Figure 9: Performance comparison for k-NN, ELM, FNN, and SVM classifiers: the color FERET database: (a) fb subset and (b) dup1 subset.

7. Conclusions

This paper presents a novel face recognition algorithm
by means of fusing color and local spatial information
(see Supplementary Material available online at http://dx.doi
.org/10.1155/2014/628494)). The effectiveness of the proposed

algorithm is assessed on 6 conventional color spaces, 𝑅𝐺𝐵,
𝐻𝑆𝑉, 𝑌𝐶𝑏𝐶𝑟, 𝑌𝐼𝑄, 𝑋𝑌𝑍, and 𝐿

∗

𝑎
∗

𝑏
∗, and 6 powerful

hybrid color spaces developed in the literature, 𝑅𝐺𝐵-𝑟 [10],
𝑋𝑌𝑍-𝑛 [5], 𝑅𝐺𝐵-𝑛 [5], 𝑍𝑅𝐺-𝑛 [5], 𝑅𝐼𝑄 [8], and 𝑅𝐶𝑟𝑄 [9].
In addition, 3 new hybrid color spaces are constructed in
this paper. In particular, the proposed hybrid color spaces,
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Table 7: Comparison of training time, testing time, and correctness of LCVBP, LBD, and LCSPT-ELM: the color FERET database.

fa set dup1 set
Training time (s) Testing time (s) Correctness rate (%) Training time (s) Testing time (s) Correctness rate (%)

LCVBP [39] 8021.77 7406.13 97.12 7676.57 8338.85 82.43
LBP [38] 3700.91 — 98.03 3091.71 — 88.49
LCSPT-ELM 544.86 360 99.75 602.52 358 89.11

Table 8: Comparison of parameter adjusting time and testing time of k-NN, FNN, SVM, and ELM: the color FERET database.

fb set dup1 set
Parameter

adjusting time (s) Testing time (s) Best parameters Parameter
adjusting time (s) Testing time (s) Best parameters

k-NN 16.98 0.1512 𝑘 = 2 12.37 0.15 𝑘 = 2

SVM 99.12 1.23 (2−2, 2−10) 91.32 1.12 (2−2, 2−10)
ELM 16.38 0.06 𝑁 = 120 15.28 0.032 𝑁 = 114

FNN 2325.80 0.02 𝑁 = 52 2313.62 0.02 𝑁 = 58

𝑌𝑆𝐶𝑟, 𝑍𝑛𝑆𝐶𝑟, and 𝐵𝑛𝑆𝐶𝑟 are configured as the combination
of the 𝐶𝑏 and 𝐶𝑟 component images of the 𝑌𝐶𝑏𝐶𝑟 color
space, the 𝑆 color component of the 𝐻𝑆𝑉 color spaces, and
the 𝑍𝑛 and 𝐵

𝑛 color components of the normalized 𝑋𝑌𝑍

color space. Experiments are constructed using the most
challenging color FERET database and AR database.

Thenovelty of this paper is based on the following aspects:
(i) a novel color feature extraction method is introduced by
applying SPT algorithm to each color component of color
face images; (ii) new hybrid color spaces are presented for
improving the color face recognition performance being used
together with SPT algorithm; (iii) in decision frame, the
fusion of ELM classifiers is developed for fast color face
recognition.

Experimental results show that SPT is an effective tool
for extracting information from the color face images. The
proposed LCSPT-ELM algorithm has very short training
and testing time and a good recognition correctness. It is
illustrated that the new hybrid color spaces of 𝑌𝑆𝐶𝑟, 𝐵𝑛𝑆𝐶𝑟,
and 𝑍

𝑛

𝑆𝐶𝑟 have the best performance on our algorithm.
LCSPT-ELMalgorithmcan be used for real time face recogni-
tion applications thanks to short testing time and parameter
adjusting time.

Conflict of Interests

The author declares that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This paper was supported by the Firat University Scientific
Research Projects Foundation (no. MF.12.33). The author
would like to thank Professor Guang-Bin Huang for his
personal help about ELM and for his codes.

References

[1] X. Jing, S. Li, C. Lan, D. Zhang, J. Yang, and Q. Liu, “Color
image canonical correlation analysis for face feature extraction
and recognition,” Signal Processing, vol. 91, no. 8, pp. 2132–2140,
2011.

[2] J. Y. Choi, Y. M. Ro, and K. N. Plataniotis, “Color face
recognition for degraded face images,” IEEE Transactions on
Systems, Man, and Cybernetics, Part B, vol. 39, no. 5, pp. 1217–
1230, 2009.

[3] R.-L. Hsu, M. Abdel-Mottaleb, and A. K. Jain, “Face detection
in color images,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 24, no. 5, pp. 696–706, 2002.

[4] M. Villegas, R. Paredes, A. Juan, and E. Vidal, “Face verification
on color images using local features,” in Proceedings of the IEEE
Computer Society Conference on Computer Vision and Pattern
Recognition Workshops (CVPRW ’08), pp. 1–6, Anchorage,
Alaska, USA, June, 2008.

[5] J. Yang, C. Liu, and L. Zhang, “Color space normalization:
enhancing the discriminating power of color spaces for face
recognition,” Pattern Recognition, vol. 43, no. 4, pp. 1454–1466,
2010.

[6] S. Yoo, D. G. Sim, Y. G. Kim, and R.H. Park, “Performance com-
parison of principal component analysis-based face recognition
in color space,” in Advanced Biometric Technologies, G. Chetty
and J. Yang, Eds., pp. 281–296, InTech, Rijeka, Croatia, 2011.

[7] J. Yang, C. Liu, and J.-Y. Yang, “What kind of color spaces is
suitable for color face recognition?” Neurocomputing, vol. 73,
no. 10-12, pp. 2140–2146, 2010.

[8] Z. Liu and C. Liu, “A hybrid color and frequency features
method for face recognition,” IEEE Transactions on Image
Processing, vol. 17, no. 10, pp. 1975–1980, 2008.

[9] Z. Liu and C. Liu, “Fusion of color, local spatial and global fre-
quency information for face recognition,” Pattern Recognition,
vol. 43, no. 8, pp. 2882–2890, 2010.

[10] C. Liu, “Extracting discriminative color features for face recog-
nition,” Pattern Recognition Letters, vol. 32, no. 14, pp. 1796–
1804, 2011.

[11] J. Y. Choi, Y. M. Ro, and K. N. Plataniotis, “Color local texture
features for color face recognition,” IEEE Transactions on Image
Processing, vol. 21, no. 3, pp. 1366–1380, 2012.



The Scientific World Journal 15

[12] E. P. Simoncelli, W. T. Freeman, E. H. Adelson, and D. J.
Heeger, “Shiftable multiscale transforms,” IEEE Transactions on
Information Theory, vol. 38, no. 2, pp. 587–607, 1992.

[13] M. El Aroussi, M. El Hassouni, S. Ghouzali, M. Rziza, and
D. Aboutajdine, “Local appearance based face recognition
method using block based steerable pyramid transform,” Signal
Processing, vol. 91, no. 1, pp. 38–50, 2011.

[14] G.-B. Huang, Q.-Y. Zhu, and C.-K. Siew, “Real-time learning
capability of neural networks,” IEEE Transactions on Neural
Networks, vol. 17, no. 4, pp. 863–878, 2006.

[15] G.-B. Huang, Q.-Y. Zhu, and C.-K. Siew, “Extreme learning
machine: theory and applications,”Neurocomputing, vol. 70, no.
1–3, pp. 489–501, 2006.

[16] G.-B. Huang, L. Chen, and C.-K. Siew, “Universal approxima-
tion using incremental constructive feedforward networks with
random hidden nodes,” IEEE Transactions on Neural Networks,
vol. 17, no. 4, pp. 879–892, 2006.

[17] G.-B. Huang and L. Chen, “Convex incremental extreme learn-
ing machine,” Neurocomputing, vol. 70, no. 16-18, pp. 3056–
3062, 2007.

[18] G.-B. Huang, H. Zhou, X. Ding, and R. Zhang, “Extreme
learning machine for regression and multiclass classification,”
IEEETransactions on Systems,Man, andCybernetics, Part B, vol.
42, no. 2, pp. 513–529, 2012.

[19] K. Choi, K.-A. Toh, and H. Byun, “Incremental face recognition
for large-scale social network services,” Pattern Recognition, vol.
45, no. 8, pp. 2868–2883, 2012.

[20] A. A. Mohammed, R. Minhas, Q. M. Jonathan Wu, and
M. A. Sid-Ahmed, “Human face recognition based on mul-
tidimensional PCA and extreme learning machine,” Pattern
Recognition, vol. 44, no. 10-11, pp. 2588–2597, 2011.

[21] P. J. Phillips, H. Moon, S. A. Rizvi, and P. J. Rauss, “The FERET
evaluation methodology for face-recognition algorithms,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol.
22, no. 10, pp. 1090–1104, 2000.

[22] A. Martinez and R. Benavente, “The AR face database,” CVC
Technical Report 24, Universitat Autònoma de Barcelona,
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Flood monitoring technique using adjustable histogram equalization is proposed. The technique overcomes the limitations
(overenhancement, artifacts, and unnatural look) of existing technique by adjusting the contrast of images.The proposed technique
takes pre- and postimages and applies different processing steps for generating flood map without user interaction. The resultant
flood maps can be used for flood monitoring and detection. Simulation results show that the proposed technique provides better
output quality compared to the state of the art existing technique.

1. Introduction

Remote sensing technology has played an important role in
flood monitoring in recent years. This development (opti-
cal/aerial to radar remote sensing) provides all weather capa-
bility as compared to the optical sensors for the purpose of
flood mapping. Flood mapping [1–3] is one of the techniques
used for flood monitoring in which pre- and postflood
images are compared to classify undated (nonflooded) and
inundated (flooded) areas.

Initially flood monitoring was limited to satellite [4]
and aerial images [5]. However due to the development of
radar remote sensing, the issue of limited performance in
bad weather conditions (like clouds, lightening, etc.) [6] is
resolved.The use of Synthetic Aperture Radar (SAR) imagery
has solved the problem of flood monitoring due to its all
weather capability [7]. Broadly the floodmapping techniques
are divided into supervised (which requires operator involve-
ment), semisupervised, and unsupervised techniques.

Some popular flood mapping techniques are visual inter-
pretation [8], segmentation [9], thresholding [10], texture
matching [11], and analysis of dynamic and physical char-
acteristic of region of interest [12]. Visual interpretation

[8] is the commonly used supervised approach for flood
mapping. Besides consistent results of visual interpretation,
user involvement is not always practically feasible.

Segmentation (semisupervised) technique [9] was pro-
posed to minimize the involvement of user. The technique
generates a connectivity map using fuzzy logic by selecting
a seed point from user. Still it depends upon correct iden-
tification of seed point (chosen by user). A fast ready flood
map (without user involvement) and a detailed flood map
based on seed growing mechanism were proposed in [13] to
overcome empirical settings.However, the detailed floodmap
still needs user ability to locate the points for segmentation.

Thresholding uses certain thresholds for unsupervised
floods monitoring [10]. The thresholds are selected on the
basis of the output of three electromagnetic scatteringmodels
to generate fast ready maps. However, these thresholds do
not work under complex environmental conditions (in that
case users involvement is required for reliable results) [14].
Moreover, a universal threshold cannot be not justified for
flood detection [15].

Texturematching is also used to identify water areas from
images [11]. United and homogenous regions of water are
segmented; chromatic and texture features are then compared
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to predefined samples of water. Main limitations are heavy
computation time and overlapping texture features.

Different flood monitoring techniques are combined
to generate inundation map [16]. The map represents the
degree of belief for each pixel. However, reliable calibration
and verification are not always possible. In [12], complex
coherence map is used to perform an analysis on SAR data
for floodmonitoring and receding.This technique is not only
confined to flood damage assessment but also other areas can
be monitored (like earthquake). However, it depends upon
the availability of optical images for observed events.

Recently, a chain of processing-based method [17] was
proposed for better visual representation of an event. This
method applied different processing chains (adaptive his-
togram clipping (AHC), histogram remapping (HR), and
histogram equalization (HE)) to improve visualization. RGB
image is then generated by combining the processed pre-,
post- and difference images.The chain of events is performed
to preserve the important information (in SAR image) [9].
However this process sometimes highlights extra details
in the difference image which degrades the quality. More-
over the equalization process results in excessive contrast
enhancement, which in turn gives the processed image an
unnatural look.

To resolve these issues of [17], we propose a contrast
enhancement-based technique to improve the visibility of
resultant flood maps. The technique follows the three chains
for processing proposed by Dellepiane and Angiati [17].
However, the chains are applied on the pre- and postimages
for the generation of difference image only. A fast ready flood
map is generated by combining the difference image with
the equalized pre- and postimages. In contrast to Dellepiane
and Angiati [17], we have used Adjustable HE (AHE) [18]
with a low percentile value to improve the visibility. Results
are evaluated using different data sets which show the
significance of proposed technique.

2. Proposed Methodology

An AHE-based flood monitoring technique is proposed
which is composed of three chains of processing. Let 𝐼

𝑋(𝑙,𝑚)

be pre-, 𝐼
𝑌(𝑙,𝑚)

post-, and 𝐼
𝑍(𝑙,𝑚)

difference images, where 𝑙 ∈
[0, . . . , 𝐿 − 1] and𝑚 ∈ [0, . . . ,𝑀 − 1].

The first step is AHC, which is used to preserve the
information content. The histograms of (pre-, post-, and dif-
ference) images are clipped/truncated at a specific percentile
value (to remove the intensities which contain much less
amount of information). The histograms of preimage 𝐼

𝑋
are

clipped using a specific percentile value 𝑞. Let ℎ
𝑋
(𝑖) be the

histogram of image 𝐼
𝑋
, where 𝑖 represents the intensity levels

[0–255]. The cumulative histogram 𝐶
𝑋
(𝑖) is

𝐶
𝑋
(𝑖) =

𝑖

∑

𝑗=1

ℎ
𝑋
(𝑖) . (1)

The clipping is performed as

𝑞 = arg [𝐶
𝑋
(𝑖) | 𝐶

𝑋
(𝑖) = 𝑞 ×𝑀 × 𝐿] . (2)

Dellepiane and Angiati [17] have used the same approach in
which they used 𝑞 = 0.98. However the issue in [17] is the
excessive amount of details present in the final RGB map
generated using clipped pre-, post- and difference image at
proposed 𝑞 percentile which finally contribute to flooding.
To resolve this issue we used different 𝑞 percentile value in
the first step to generate the difference image. It is observed
that at low percentile values required details are removed,
whereas, at higher percentile values, unwanted details get
more prominent, thus degrading the quality. Therefore, we
have used 𝑞 = 0.30 because it preserves the required intensity
values which contribute to flooding.

In the second step (HR), the clipped histogram is
remapped to the original intensity range using linear scaling.
The histogram of image 𝐼

𝑋
1

(adaptive histogram clipped
image 𝐼

𝑋
) is remapped to full intensity range [0–255]. Let

min(𝐼
𝑋
1

) represent the minimum of all intensities and let
max(𝐼

𝑋
) represent the maximum of all intensities in the

image. 𝐼
𝑋
2

(histogram remapped image 𝐼
𝑋
1

) is given as [17]

𝐼
𝑋
2
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𝐼
𝑋
1

−min (𝐼
𝑋
1

)

max (𝐼
𝑋
1

−min (𝐼
𝑋
1

))
× 255. (3)

In the third step (AHE), we use adaptive histogram equal-
ization to enhance the image. Reference [17] uses traditional
HE which sometimes overenhances the image and produces
unwanted artifacts (roughness, etc.) of processed images
(pre-, post- and difference). Furthermore, the processed
images sometimes may not reveal all the details or merge
the details which results in degradation of image quality.
A contrast enhancement technique is required to maintain
the smoothness and natural aspect of an image, for visually
pleasing results. To achieve the proposed outcome, we use a
new framework for histogram modification [18] to improve
the visualization by preserving its details.

HE usually maps the input intensity levels 𝑖 to the output
level𝑋

𝑖
according to

𝑋
𝑖
= (𝑁 − 1) × 𝐶

𝑋(𝑖)
, (4)

where 𝑁 represents the total intensity levels in image and
𝐶
𝑋(𝑖)

represents the cumulative histogram. This mapping
is suitable for images with continues intensity levels where
it perfectly equalizes the histogram. However, for digital
images, traditional HE is not useful because of their discrete
intensity levels [19].

In order to make it suitable for digital images, input his-
togram can be modified without compromising its contrast
enhancement. The modified histogram can then be used as a
mapping function for HE. The issues of HE are addressed by
using the proposed Arici et al. [18] framework for histogram
modification. The technique introduces specifically designed
penalty termswhich can be used to adjust the level of contrast
enhancement.

Once the intensity range is remapped, AHE [18] is used
to minimize the effects (like overenhancement, unusual
artifacts, and unnatural look). The principle of AHE is to
minimize the difference between modified ℎ

𝑋
𝑚

and current
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Figure 1: Flow chart of the proposed algorithm.

(a) (b)

Figure 2: Original images of Choele Choel City, Argentina, observed by “Daichi” (ALOS). (a) Preflooded image acquired on April 29, 2006.
(b) Postflooded image acquired on July 30, 2006.

histogram ℎ such that the modified histogram is also closer
to the uniform histogram ℎ

𝑋
𝑢

; that is,

min 󵄩󵄩󵄩󵄩ℎ − ℎ𝑋
󵄩󵄩󵄩󵄩 + 𝛼
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ℎ − ℎ
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󵄩󵄩󵄩󵄩󵄩
, (5)

where 𝛼 is used to adjust the contribution of current and
uniform histogram. The modified histogram by solving (5)
[18] is

ℎ
𝑋
𝑚

= (
1

1 + 𝛼
) × ℎ
𝑋
+ (
𝛼

1 + 𝛼
) × ℎ
𝑋
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. (6)

The modified histogram ℎ
𝑋
𝑚

is used to produce images 𝐼
𝑋
3

and 𝐼
𝑌
3

.
Note that conventional histogram used in [17] produces

unwanted artifacts, overenhancement, and unnatural look.
This is due to the fact that the goal of traditional HE is to
match the input histogram with uniform distribution. How-
ever, AHE also minimizes the difference between modified
and input histogram (along with the input and uniform
histogram). Hence, AHE produces more reliable results for
flood monitoring.

Difference image 𝐼
𝑍
is then generated using 𝐼

𝑋
3

and 𝐼
𝑌
3

[17]:

𝐼
𝑍
(𝑙, 𝑚) = 128 +

𝐼
𝑋
3
(𝑙, 𝑚) − 𝐼

𝑌
3
(𝑙, 𝑚)

2
. (7)

Fast ready flood map is generated finally by combining
adaptive histogram equalized pre- and postimages with the
difference image. In [17] RGBmap is generated by applying all
chains of processing on pre- and postimages which are then

combined with difference image. However, the processing of
all images through same chains does not preserve intensity
values in pre- and postimages. Hence, in our case, 𝐼

𝑋
and 𝐼
𝑌

are only passed through the third chain of processing (AHE)
to produce 𝐼

𝑋
and 𝐼
𝑌
, respectively.

Finally 𝐼
𝑍
, 𝐼
𝑋
, and 𝐼

𝑌
are combined to generate fast ready

map by assigning blue, green, and red bands to pre-, post-,
and difference images, respectively. The level of red color is
high for pixels whose prevalue dominates and vice versa. In
RGB image, medium to dark red color represents permanent
water like rivers and dark blue color represents the flooded
areas.

The reason for using only third step AHE for RGB gen-
eration is to preserve intensity values of pre- and postimages
thatmaintain the details.The purpose of using processed pre-
and postflooded images for difference image generation is to
remove the intensities which contribute very low in flooded
areas.

Figure 1 shows the block diagram of proposed technique.

3. Simulation and Results

For evaluation of existing and proposed techniques, flood-
occurring areas in Choele Choel City, Argentina, are con-
sidered. The images are observed by “Daichi,” Advance land
observing satellite on April 29 (preflooded image, shown in
Figure 2(a)), and July 30, 2006 (postflooded image, shown in
Figure 2(b)), respectively. Second data set includes the images
of Tomakomai, Japan, acquired by PhasedArray Type L-band
SAR (PALSAR) using H/V polarization on August 19, 2006,
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Figure 3: Difference images 𝐼
𝑍
for different percentiles values: (a) at 𝑞 = 0.1, (b) at 𝑞 = 0.2, (c) at 𝑞 = 0.3, (d) at 𝑞 = 0.4, (e) at 𝑞 = 0.5, (f) at

𝑞 = 0.6, (g) at 𝑞 = 0.7, (h) at 𝑞 = 0.8, and (i) at 𝑞 = 0.98.

in Figure 6(a) and V/V polarization on August 19, 2006, in
Figure 6(b).

Figure 3 shows the variation in the difference image with
respect to percentile value 𝑞. By increasing 𝑞, the details in the
image increase (and vice versa). In Figure 3(a) we can notice
that the ground area around the river is dim, which becomes
quite visible in Figure 3(b) but the flood water is not so clear.
At percentile value 𝑞 = 0.30 (in Figure 3(c)), the ground area,
permanent water, and flood are visible to the required level.
As we move to higher percentile values (𝑞 > 0.3) ground
area becomes more prominent gradually which contributes
to the change area in final RGB composition. This effect can
be observed in Figures 3(d)–3(i).

Figure 4 represents RGB images, generated by respective
difference images (given in Figure 3). In Figures 4(a) and 4(b)
the flooded area is dim, which fades away around the river.
In Figure 4(c) (at 𝑞 = 0.30), the flooded area around the
river (at the top center of image) becomes quite visible to the
acceptable level. The light ink blue area (at the bottom center
of image) is reflecting the flooded pixels at the required level.
For higher percentile values (𝑞 > 0.3) in Figures 4(d)–4(g),
RGB images gradually increase the flooded areas at the
bottom center of image (in dark ink blue color).The visibility
of flooded areas on the top center of image is also not good.
The results are quite obvious in Figures 4(h) and 4(i), where
flooded areas are more faded around the river, but a lot of
flooded areas are seen at the bottom center.

Figure 5 provides comparison of the proposed technique
and Dellepiane and Angiati [17] technique. Figure 5(a) is

a difference image generated using Dellepiane and Angiati
[17] technique and Figure 5(b) is generated using the pro-
posed methodology. There is a clear difference in details
in these images. Figure 5(a) shows the ground details more
prominently while Figure 5(b) highlights the major required
details comparatively. These differences in details contribute
a lot to their respective RGB (Figures 5(c) and 5(d)). We can
notice the flooded area (in Figure 5(c)) around river (at the
top center) is blur (not clear) which degrades visibility. A very
high contribution of irrelevant details of difference image
in RGB is visible (the blue color at the bottom center and
dark blue color at the top right corner of image). Figure 5(d)
shows better visibility of flooded area around river (at the
top center), low blue color (at the top right corner), and low
flooded areas (at the bottom center of image). One can clearly
notice the difference in contrast/details of ground area and
the contrast of river with flooded areas.

Figure 6(c) is the RGB map generated using Dellepi-
ane and Angiati [17] technique. Although the image (in
Figure 6(c)) is enhanced, it highlights the irrelevant details
which contribute to flooding (see the blue colored areas at
the right center of image).The details at the top right flooded
area (in Figure 6(d)) are clear as compared to the flooded
areas in Figure 6(c). Figure 6(c) mixes up the details due to
overenhancement at the areas around the river while these
areas aremore clear in Figure 6(d) (in red colors). Figure 6(c)
produces unnatural ground details; however more smooth-
ness of image is seen in Figure 6(d) that preserves the natural
effect of image to some extent.
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Figure 4: RGB images for different 𝑞 percentiles values: (a) at 𝑞 = 0.1, (b) at 𝑞 = 0.2, (c) at 𝑞 = 0.3, (d) at 𝑞 = 0.4, (e) at 𝑞 = 0.5, (f) at 𝑞 = 0.6,
(g) at 𝑞 = 0.7, (h) at 𝑞 = 0.8, and (i) at 𝑞 = 0.98.

(a) (b)

(c) (d)

Figure 5: Evaluation of results using images of flood that occurred in Choele Choel City, Argentina. (a) Difference image obtained by
Dellepiane and Angiati [17] approach. (b) Difference image obtained by proposed technique. (c) Fast ready map generated using Dellepiane
and Angiati [17] approach. (d) Fast ready map generated using proposed technique.

4. Conclusion

A contrast enhancement-based flood mapping approach for
SAR images is proposed which is composed of three steps
(histogram adaptive clipping, remapping, and adjustable
histogram equalization). Pre- and postflooded images are
processed using different processing chains and the difference
image is produced (by pre- and postimages). A fast ready

flood map is then generated, using the combination of
processed pre- and postimages (only the third step is applied)
with difference images. A specific contrast enhancement
technique AHE is used as a third step to remove the
overenhancement produced by HE. The proposed technique
is an improvement in existing state of the art, which suffers
from unwanted details, unnatural look, and overenhance-
ment of the image. The technique produces visually pleasing
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(a) (b) (c) (d)

Figure 6: Evaluation of results using images of Tomakomai, Japan. (a) Preimage acquired on 19 August 2006. (b) Postimage acquired on
19 August 2006. (c) Fast ready map generated using Dellepiane and Angiati [17] approach. (d) Fast ready map generated using proposed
technique.

results by suppressing the irrelevant details and minimiz-
ing overenhancement, thus maintaining quality. Simulation
results show the significance of proposed technique.
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Any document in Serbian language can be written in two different scripts: Latin or Cyrillic. Although characteristics of these scripts
are similar, some of their statistical measures are quite different. The paper proposed a method for the extraction of certain script
from document according to the occurrence and co-occurrence of the script types. First, each letter is modeled with the certain
script type according to characteristics concerning its position in baseline area. Then, the frequency analysis of the script types
occurrence is performed. Due to diversity of Latin and Cyrillic script, the occurrence of modeled letters shows substantial statistics
dissimilarity. Furthermore, the co-occurrence matrix is computed.The analysis of the co-occurrence matrix draws a strong margin
as a criteria to distinguish and recognize the certain script. The proposed method is analyzed on the case of a database which
includes different types of printed and web documents. The experiments gave encouraging results.

1. Introduction

Cryptography studies the problems concerning the conver-
sion of information from a readable to some other state.
It deals with information which is changing from one to
another state. The initial information represents a plain text.
When the information becomes encrypted, it is referred as a
cipher text [1]. A substitution cipher is a method of encoding.
According to it, the units of plain text are replaced with
cipher text [2]. They can be single letters, pairs of letters,
triplets of letters, mixtures of the above, and so forth. In
our application the encryption function is not needed to be
injective [3] due to nature of further statistical analysis. It
does not matter if it will encrypt two different plain texts
into the same cipher text, because decryption of the cipher
text is not considered. Hence, the cryptography is used only
as a basis for modeling and analyzing documents written in
Serbian language. Serbian language represents the European
minority language. However, it is distinct due to its capability
to be written in Latin and Cyrillic script, interchangeably.
According to the baseline characteristics [4], each letter in the
text file is replaced with the cipher which is taken from the
set of four counterparts only. The basic idea is to distinguish

the script (Latin or Cyrillic) according to statistical analysis
of the cipher text. It is accomplished with frequency analysis
concerning occurrence [5] as well as with the method using
statistical measures extracted from gray-level co-occurrence
matrix [6]. The letter frequency distribution is a function
which assigns each letter a frequency of its occurrence in
the text sample [7]. The gray-level co-occurrence matrix
(GLCM) have used for the extraction of features needed for
texture classification [8]. Nevertheless, it can be exploited for
a letter co-occurrence in a text document [9]. At the final
stage, the experiment is made on a custom oriented database
containing text from printed and Web documents.

The rest of the paper is organized as follows. Section 2
describes the full procedure of the proposed algorithm.
Section 3 defines the experiment. Section 4 presents the
results from experiment and discusses them. Section 5makes
a conclusion.

2. Proposed Algorithm

The proposed algorithm converts document written in Latin
and Cyrillic script which represent the plain text into cipher

http://dx.doi.org/10.1155/2013/896328
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Figure 1: The flow of proposed algorithm.

text according to predefined encryption based on text line
structure definition. Then, the equivalent cipher texts are
subjected to the frequency and co-occurrence analysis. The
results of frequency analysis indicated a substantial difference
between cipher texts obtained from Latin and Cyrillic text.
Similarly, co-occurrence analysis shows obvious quantitative
disparity in some measures. This draws a strong margin as a
criterion in order to distinguish and recognize a certain script
type (Figure 1).

2.1. Text Line Structure. Text in printed and Web documents
is defined as well-formed text type. It is characterized by
strong regularity in shape. The distances between the text
lines are adequate to be split up. The words are formed
regularly with similar distance. Their inter word spacing is
decent as well. However, in certain script, the letters or signs
have different position according to its baseline. It is shown
in Figure 2.

From Figure 2 four virtual lines can be defined [4]:

(i) The top-line,
(ii) The upper-line,
(iii) The base-line, and
(iv) The bottom-line.

Table 1: Definition of script types according to the baseline
characteristics.

Script example Type of script Designation
a Short S
b Ascender A
j Descender D
lj Full F

Accordingly, a text line can be considered as being
composed of three vertical zones [4]:

(i) The upper zone,
(ii) The middle zone, and
(iii) The lower zone.
Each text line has at least a middle zone. The upper zone

depends on capital letters and letters with ascenders, while
the lower zone depends on letters with descenders. Only a
few letters occupy the upper and lower zone.

2.2. Encryption. Two different sets are produced.They are𝐴
𝐿

and 𝐴
𝐶
for Latin and Cyrillic alphabet, respectively:

𝐴
𝐿

= {A,B,C, . . . , ̌Z, a, b, c, . . . , ̌z} ,

𝐴
𝐶

= {A,2,4, . . . ,d, a, 3, 5, . . . ,e} .

(1)

Each of them consists of 60 elements that is, letters, which
are valid for Serbian language. Furthermore, both sets𝐴

𝐿
and

𝐴
𝐶
are mapped into set 𝐶.

𝑓
𝐿

: 𝐴
𝐿

󳨃󳨀→ 𝐶,

𝑓
𝐶

: 𝐴
𝐶

󳨃󳨀→ 𝐶.

(2)

These mappings are achieved in accordance with the text
line area definition.The structure of text line allows definition
of following script types [4].

(i) Full letter (F), where letter is present in all three zones.
(ii) Ascender letter (A), where character parts are present

in the upper and middle zones.
(iii) Descender letter (D), where character parts are

present in the lower and middle zones, and
(iv) Short letter (S), where character parts are present in

the middle zone only.
Accordingly, all letters will be replaced with the cipher

from the following set:

𝐶 = {S,A,D, F} . (3)

All letters can reach certain position, which belongs to set
𝐶 with a unique designation according to Table 1.

It should be noted that above mappings are surjective.
Serbian language contains 30 letters. Each letter in Latin

has a corresponding equivalent letter in Cyrillic. Table 2
shows Latin and Cyrillic letters as well as theirs designation
according to Table 1.

Statistical analysis of the letters and theirs corresponding
type for Latin and Cyrillic scripts is shown in Table 3.
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Figure 2: Definitions of the script characteristics.

Table 2: Serbian Latin and equivalent Cyrillic alphabet according to the script types.

Alphabet Latin Script types Latin Script types Cyrillic Script types Cyrillic Script types
1 A A a S 0 A 1 S
2 B A b A 2 A 3 A
3 C A c S 4 F 5 D
4 Ć A ć A 6 A 7 A
5 Č A č A 8 A 9 S
6 D A d A : F ; S
7 Ð A đ A < A = F
8 Dž A dž A > F ? D
9 E A e S @ A A S
10 F A f A B A C F
11 G A g D D A E S
12 H A h A H A I S
13 I A i S J A K S
14 J A j D N A O D
15 K A k A P A Q S
16 L A l A R A S S
17 Lj F lj F T A U S
18 M A m S V A W S
19 N A n S X A Y S
20 Nj F nj D Z A [ S
21 O A o S \ A ] S
22 P A p D ^ A _ S
23 R A r S P A a D
24 S A s S b A c S
25 Š A š A d A e S
26 T A t A f A g S
27 U A u S h A i D
28 V A v S j A k S
29 Z A z S n A o S
30 Ž A ž A p A q S

2.3. Frequency Analysis of the Occurrence. In the proposed
algorithm, all letters from certain script has been substituted
with equivalent members of the set 𝐶 according to Table 2.
These circumstances for Latin document are shown in Fig-
ure 3.

Figure 3(b) shows the cipher text which is obtained from
Latin documents according to modeling given in Table 2.
Figures 3(c)–3(f) shows a subset of cipher text with each
element of set 𝐶, that is, S, A, D and F, respectively. Statistical
analysis of the cipher text shows following: 2217 elements of
S, 598 elements of A, 261 elements of D and 8 elements of F

types. Accordingly, distribution of 𝐶 set elements for Latin
document is shown in Figure 4.

Currently, the same Latin document is converted into
Cyrillic one. Similarly as in Latin document, all letters from
Cyrillic document are exchanged with the equivalent mem-
bers of the set 𝐶 according to Table 2. These circumstances
for Cyrillic document are shown in Figure 5.

Figure 5(b) shows the cipher text which is obtained from
Cyrillic documents according to modeling given in Table 2.
Figures 5(c)–5(f) shows a subset of cipher text with each
element of set 𝐶, that is, S, A, D and F, respectively.
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Figure 3: Application of the proposed algorithm: (a) Original Latin text, (b) Cipher text according to set 𝐶, (c) Only “S” text, (d) Only “F”
text, (e) Only “A” text, (f) Only “D” text.
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Table 3: Statistical analysis of Latin and Cyrillic script types.

Script Type of letters Occurrence of script types Distribution of script types
S A D F S (%) A (%) D (%) F (%)

Latin Capital letters 0 28 0 2 0 93.33 0 6.67
Latin Small letters 12 13 4 1 40.00 43.33 13.33 3.34
Cyrillic Capital letters 0 27 0 3 0 90.00 0 10.00
Cyrillic Small letters 21 2 5 2 70.00 6.67 16.66 6.67
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Figure 4: Distribution of 𝐶 set’s elements in cipher text obtained
from Latin document.

Statistical analysis of the Cyrillic document image shows
following: 2516 elements of S, 53 elements of A, 445 elements
of D and 26 elements of F types. It should be noted that the
sum of all 𝐶 set elements in Latin and Cyrillic document is
not quite identical. It is valid due to difference in definition of
letters in two scripts. In the Cyrillic script, each letter is given
one and only one sign. However, in Latin script letters such
as dž, lj and nj are represented by two letters. Distribution of
𝐶 set elements for Cyrillic document is presented in Figure 6.

According to Figures 4 and 6, the comparison chart is
drawn. It is shown below in Figure 7.

Quantification of the script type appearance in a docu-
ment written in Latin and Cyrillic is shown in Table 4.

It is obvious that the Latin document compared toCyrillic
one has slightly smaller number of short (S), descender (D)
and full (F) letters. Nonetheless, the crucial margin is seen in
ascender (A) letters. Hence, it can be a measure of confidence
for detection of the script in a document given in Serbian
language.

2.4. Co-Occurrence Analysis. Let I be the gray scale image
which is under consideration. It has 𝑀 row and 𝑁 columns,
while𝑇 is the total number of gray levels.The spatial relation-
ship of gray levels in the image I is expressed by the grayscale
co-occurrencematrix (GLCM)C [6, 10]. Hence,C is a matrix
that describes the frequency of one gray level appearing in
a specified spatial linear relationship with another gray level
within the area of investigation [11]. In order to compute a
co-occurrence matrixC, we considered a central pixel 𝐼(𝑥, 𝑦)

with a neighborhood defined by the window of interest. This
window is defined by two parameters: inter-pixel distance (𝑑)

and orientation (𝜃). Typically, the choice of 𝑑 is 1 (one pixel),

while the value of 𝜃 depends on the neighborhood. Because
of that, each pixel has 8 neighbors given at following angles
𝜃 = 0

∘, 45∘, 90∘, 135∘, 180∘, 225∘, 270∘, 315∘. However, the
case of neighbors at 𝜃 = 0

∘ or at 𝜃 = 180
∘ is similar to the

GLCM definition [12]. So, the choice may fall to 4 neighbors
pixels at 𝜃 = 0

∘, 45∘, 90∘ and 135∘, that is, horizontal, right
diagonal, vertical and left diagonal [13]. These orientations
refer to 4-adjacent pixels at (𝑥+𝑑, 𝑦), (𝑥, 𝑦−𝑑), (𝑥−𝑑, 𝑦) and
(𝑥, 𝑦+𝑑), where𝑑 is 1. For each pixel of the neighborhood, it is
counted the number of times a pixel pair appears specified by
the distance, and orientation parameters. The (𝑖, 𝑗)th entry of
C represents the number of occasions a pixel with an intensity
𝑖 is adjacent to a pixel with an intensity 𝑗. Hence, for the given
image I, the co-occurrence matrix C is defined as [14]:

𝐶 (𝑖, 𝑗) =

𝑀

∑

𝑥=1

𝑁

∑

𝑦=1

{{

{{

{

1,
if 𝐼 (𝑥, 𝑦) = 𝑖,

𝐼 (𝑥 + Δ𝑥, 𝑦 + Δ𝑦) = 𝑗

0, otherwise,

(4)

where 𝑖 and 𝑗 are the image intensity values of the image,
𝑥 and 𝑦 are the spatial positions in the image I. The offset
(Δ𝑥, Δ𝑦) is specifying the distance between the pixel-of-
interest and its neighbor. It depends on the direction 𝜃 that is
used and the distance 𝑑 at which the matrix is computed.The
squarematrixC is of the order𝑁. Using a statistical approach
like GLCMprovides a valuable information about the relative
position of the neighboring pixels in an image [12]. In order
to normalize matrix C, matrix P is calculated as [10]:

𝑃 (𝑖, 𝑗) =
𝐶 (𝑖, 𝑗)

∑
𝑁

𝑖=1
∑
𝑁

𝑗=1
𝐶 (𝑖, 𝑗)

. (5)

The normalized co-occurrence matrix P is obtained by
dividing each element of C by the total number of co-
occurrence pairs in C.

To illustrate the computing of GLCM, a four gray level
image I is used.The window parameters are 𝑑 = 1 and 𝜃 = 0

∘

(horizontal). Initial matrix I is shown in Figure 8.
The procedure of calculating co-occurrence matrix for

grayscale matrix I (𝑑 = 1 and 𝜃 = 0
∘) [12] is given in Figure 9.

In order to GLCM be applied in our case, set 𝐶 is mapped
into set 𝐶

𝑁
by bijective function as:

𝑓
𝐶

: 𝐶 󳨃󳨀→ 𝐶
𝑁

, (6)

where 𝐶
𝑁

= {0, 1, 2, 3}. Furthermore, the neighborhood is
given as 2-connected (𝑥 − 𝑑 and 𝑥 + 𝑑 around 𝑥, where
𝑑 = 1). According to that, the same document in Latin and
Cyrillic script is converted into cipher text. It is shown below
in Figure 10.
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Figure 5: Application of the proposed algorithm: (a) Original Cyrillic text, (b) Cipher text according to set 𝐶, (c) Only “S” text, (d) Only “F”
text, (e) Only “A” text, (f) Only “D” text.
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Table 4: Percentage of script type occurrence in document.

Type of script (TOS) Latin Cyrillic 𝑥 times
S 71.88% 82.76% 0.87
A 19.39% 1.74% 11.14
D 8.46% 14.64% 0.57
F 0.27% 0.86% 0.31
It is obvious that the Latin document compared to Cyrillic one has slightly smaller number of short (S), descender (D), and full (F) letters. Nonetheless, the
crucial margin is seen in ascender (A) letters. Hence, it can be a measure of confidence for detection of the script in a document given in Serbian language.
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Figure 6: Distribution of 𝐶 sets elements in cipher text obtained
from Cyrillic document.
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Figure 7: Comparison between distributions of 𝐶 set elements in
Latin and equivalent Cyrillic document.
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Figure 8: Initial 4-level grayscale matrix I (featuring 𝑀 = 7, 𝑁 = 4,
and 𝐿 = 4).

Table 5: Normalized cooccurrence matrix.

(a) For cipher text obtained from the Latin text

0.3722 0.2212 0.0623 0.0048
0.2220 0.0343 0.0072 0
0.0623 0.0072 0.0016 0
0.0048 0 0 0

(b) For cipher text obtained from Cyrillic text

0.5863 0.0327 0.1326 0.0064
0.0391 0.0104 0.0144 0
0.1262 0.0200 0.0224 0.0016
0.0072 0 0.0008 0

To evaluate these cipher documents GLCM method is
employed. Nevertheless, various statistic measures obtained
from the co-occurrence matrix is introduced. The primary
goal is to characterize the cipher text. Five descriptors can be
used to describe the image [15]:

(i) Uniformity (UNI),
(ii) Entropy (ENT),
(iii) Maximum probability (MAX),
(iv) Dissimilarity (DIS), and
(v) Contrast (CON).

Uniformity (UNI) which is sometimes called angular
secondmoment (ASM) or energy (ENG)measures the image
homogeneity. It receives the highest value when GLCM has
few entries of large magnitude. In contrast, it is low when all
entries are nearly equal.The equation of the uniformity is [15]:

UNI =

𝑁

∑

𝑖=1

𝑁

∑

𝑗=1

𝑃(𝑖, 𝑗)
2

. (7)

Entropy (ENT) measures the disorder or the complexity
of the image. The highest value is found when the values of
𝑃(𝑖, 𝑗) are allocated quite uniformly throughout the matrix.
This happens when the image has no pairs of gray level, with
particular preference over others.The equation of the entropy
is [15, 16]:

ENT = −

𝑁

∑

𝑖=1

𝑁

∑

𝑗=1

𝑃 (𝑖, 𝑗) ⋅ log𝑃 (𝑖, 𝑗) . (8)
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Figure 9: Co-occurrence matrix for grayscale matrix I (𝑑 = 1 and 𝜃 = 0
∘): (a)The number of occasions a pixel with an intensity 𝐼 is adjacent

to a pixel with intensity 𝑗, (b) Co-occurrence matrix C, (c) Normalized matrix P.

(a) (b)

(c) (d)

Figure 10: Document conversion: (a) Original Cyrillic text, (b) Cipher text obtained fromCyrillic text according to set 𝐶
𝑁
, (c) Original Latin

text (equivalent to Cyrillic one), (d) Cipher text obtained from Latin text according to set 𝐶
𝑁
.

Maximum probability (MAX) extracts the most probable
difference between gray scale value in pixels. It is defined as
[15]:

MAX = max {𝑃 (𝑖, 𝑗)} . (9)
Dissimilarity (DIS) is a measure of the variation in gray

level pairs of the image. It depends on distance from the

diagonal weighted by its probability. The equation of the
dissimilarity is [15]:

DIS =

𝑁

∑

𝑖=1

𝑁

∑

𝑗=1

𝑃 (𝑖, 𝑗) ⋅
󵄨󵄨󵄨󵄨𝑖 − 𝑗

󵄨󵄨󵄨󵄨 . (10)
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(a) (b)

(c) (d)

Figure 11: Custom-oriented database: (a) Printed document in Latin, (b) Printed document in Cyrillic, (c) Web document in Latin, (d) Web
document in Cyrillic.

Contrast (CON) or inertia is a measure of the intensity
contrast between a pixel and its neighbor over the entire
image. Hence, it shows the amount of local variations present
in the image. If the image is constant, then the contrast will
be equal 0. The highest value of contrast is obtained when
the image has random intensity and the pixel intensity and

neighbor intensity are very different. The equation of the
contrast is [15, 16]:

CON =

𝑁

∑

𝑖=1

𝑁

∑

𝑗=1

𝑃 (𝑖, 𝑗) ⋅ (𝑖 − 𝑗)
2

. (11)



10 The Scientific World Journal

D
oc

 1

D
oc

 2

D
oc

 3

D
oc

 4

D
oc

 5

D
oc

 6

D
oc

 7

D
oc

 8

D
oc

 9

D
oc

 1
00

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Documents
Short
Descending
Full

x
-ti

m
es

(a)

0

2

4

6

8

10

12

14

16

18

Ascending

x
-ti

m
es

D
oc

 1

D
oc

 2

D
oc

 3

D
oc

 4

D
oc

 5

D
oc

 6

D
oc

 7

D
oc

 8

D
oc

 9

D
oc

 1
0

Documents

(b)

Figure 12: The ratio of the script type occurrence: (a) short, descending and full, (b) ascending.

Table 6: Cooccurrence descriptors for Latin and Cyrillic cipher text.

Serbian language Latin Cyrillic Characterization
Uniformity (energy) 0.2459 0.3811 Latin < Cyrillic
Entropy −1.6298 −1.4363 Latin > Cyrillic
Maximum probability 0.3722 0.5863 Latin < Cyrillic
Dissimilarity 0.7356 0.6669 Latin > Cyrillic
Contrast 1.0423 1.2660 Latin < Cyrillic
From the above results, it is clear that co-occurrence descriptors can fully characterize the difference between Latin andCyrillic script.Thismeans that frequency
analysis of the occurrence can be supplemented with additional attributes in order to define a strong margin as a criterion to distinguish a certain script.

A brief look at the normalized co-occurrence matrix P
for the same document written in Latin and Cyrillic scripts
(text representing the excerpt of the first four paragraphs
from a document given in Figure 10) shows quite a different
characterization. The test results are given in Table 5.

Furthermore, the calculation of five co-occurrence
descriptors shows the values given in Table 6.

3. Experiments

For the sake of the experiment, a custom-oriented database
is created. It consists of 10 documents. These documents
represent excerpts from printed and web documents written
in Serbian language. The documents are created in both
scripts: Latin and Cyrillic. Printed documents are created
from PDF documents, while web documents are extracted
from web news. The total length of documents given in
the database is approx. 75000 letter characters per script
(approx. 40 pages). The length of printed documents is from
2273 to 15840 letter characters. Web documents are smaller
compared to printed documents. Their length is from 1231 to
2502 letter characters. It should be noted that all documents
have more than 1000 letter characters. The example of the

printed and web document from the database is shown in
Figure 11.

4. Results and Discussion

According to the proposed algorithm, all documents from
the database are converted into equivalent cipher texts and
subjected to the frequency and co-occurrence analysis. First,
the frequency analysis of the script type occurrence in Latin
as well as in Cyrillic documents is examined (Table 7). The
obtained results for each document are given in Table 8.

The final processing of the results is based on cumulative
measures like sum, average, max and min of script type
occurrence in the database. According to that the criteria are
established. All these are shown in Table 9.

From cumulative results given in Table 10 some criteria
can be established. It can be noted that the biggest margin
between results are seen in the ratio of ascending letters. This
ratio has the value of at least 8. Hence, it is the strongest
point of qualitative characterization and recognition of the
certain script. Furthermore, the smaller number of short and
descending scripts are common in Latin compared to Cyrillic
documents. At the and, full letters are quite rare in a Latin
document. However, its characterization in criteria form is
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Table 7: Frequency analysis of the script type occurrence in documents from database.

Printed documents

Type of script Doc 1 Doc 2 Doc 3 Doc 4 Doc 5
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic

S 2243 2764 11396 13593 1510 1914 2217 2516 2069 2542
A 906 53 4060 306 693 65 598 53 897 64
D 183 468 724 1933 82 286 261 445 151 461
F 0 7 0 8 0 8 8 26 0 12

Web documents

Type of script Doc 6 Doc 7 Doc 8 Doc 9 Doc 10
Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic

S 1486 1799 1358 1682 783 996 1657 2078 1328 1637
A 598 48 636 46 408 48 750 62 588 68
D 99 304 75 292 58 174 134 344 99 284
F 0 7 0 9 0 13 0 18 0 9
The above results are further processed in order to calculate the ratio of script type occurrence between Latin and Cyrillic document. Complete results are
given in Table 8.

Table 8: The ratio of script type occurrence between Latin and Cyrillic documents.

Type of script Doc 1 Doc 2 Doc 3 Doc 4 Doc 5 Doc 6 Doc 7 Doc 8 Doc 9 Doc 10
S 0.81 0.84 0.79 0.88 0.81 0.83 0.81 0.79 0.80 0.81
A 17.09 13.27 10.66 11.28 14.02 12.46 13.83 8.50 12.10 8.65
D 0.39 0.37 0.29 0.59 0.33 0.33 0.26 0.33 0.39 0.35
F 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0.00
The results are presented in Figure 12.

Table 9: The ratio of script type occurrence measures.

Type of script ∑ Ratio Criteria
Latin Cyrillic Average Max. Min.

S 26047 31521 0.82 0.88 0.79 >0.75
A 10134 813 12.21 17.09 8.50 >8
D 1866 4991 0.36 0.59 0.26 <0.6
F 8 117 0.03 0.31 0.00 ?

Table 10: GLCM five descriptors of the script type co-occurrence in documents from database.

Printed documents
Doc 1 Doc 2 Doc 3 Doc 4 Doc 5

Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
Uniformity 0.2885 0.4725 0.2473 0.4167 0.2557 0.4120 0.2759 0.4545 0.2707 0.4498
Entropy −1.5191 −1.1774 −1.6379 −1.3079 −1.6047 −1.2999 −1.5675 −1.1650 −1.5847 −1.1799
Max. probability 0.4655 0.6636 0.3952 0.6139 0.4120 0.6098 0.4439 0.6457 0.4349 0.6405
Dissimilarity 0.6847 0.5933 0.7469 0.6592 0.7502 0.6427 0.7064 0.6041 0.7117 0.6217
Contrast 1.0324 1.1790 1.1106 1.2859 1.1258 1.2261 1.0577 1.1449 1.0630 1.1949

Web documents
Doc 6 Doc 7 Doc 8 Doc 9 Doc 10

Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic Latin Cyrillic
Uniformity 0.2447 0.3714 0.2754 0.3817 0.2533 0.5005 0.2252 0.3147 0.2522 0.3325
Entropy −1.6524 −1.3738 −1.5725 −1.3412 −1.5990 −1.0779 −1.6778 −1.5650 −1.6144 −1.5059
Max. probability 0.3964 0.5650 0.4409 0.5753 0.3972 0.6844 0.3195 0.5154 0.4016 0.5318
Dissimilarity 0.7723 0.7320 0.6912 0.7209 0.7294 0.5686 0.8317 0.7667 0.7256 0.7416
Contrast 1.1862 1.3869 1.0287 1.3681 1.0459 1.1158 1.2122 1.4220 1.0641 1.3716
The above results are further processed in order to calculate the ratio of script type co-occurrence in between Latin and Cyrillic document. These results are
shown in Table 11.
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Figure 13: Continued.
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Figure 13: Illustrations of co-occurrence descriptors in Latin and Cyrillic text (left) and its ratio (right): (a) Uniformity, (b) Entropy, (c)
Maximum probability, (d) Dissimilarity, (e) Contrast.

Table 11: The ratio of the co-occurrence descriptors between Latin and Cyrillic documents.

Doc 1 Doc 2 Doc 3 Doc 4 Doc 5 Doc 6 Doc 7 Doc 8 Doc 9 Doc 10
Uniformity 0.61 0.59 0.62 0.61 0.60 0.66 0.72 0.51 0.72 0.76
Entropy 1.29 1.25 1.23 1.35 1.34 1.20 1.17 1.48 1.07 1.07
Max. probability 0.70 0.64 0.68 0.69 0.68 0.70 0.77 0.58 0.62 0.76
Dissimilarity 1.15 1.13 1.17 1.17 1.14 1.06 0.96 1.28 1.08 0.98
Contrast 0.88 0.86 0.92 0.92 0.89 0.86 0.75 0.94 0.85 0.78
The final processing of the above results is based on cumulative measures like average, max. and min. of script type co-occurrence in the database. According
to that certain criteria are established. All these are shown in Table 12.

Table 12: The ratio of script type co-occurrence descriptors.

Latin Cyrillic Ratio Criteria
Min. Max. Average Min. Max. Average Max. Min. Average

Uniformity 0.23 0.29 0.26 0.31 0.50 0.41 0.76 0.51 0.64 0.3
Entropy −1.68 −1.52 −1.60 −1.57 −1.08 −1.30 1.48 1.07 1.25 ?
Max. probability 0.32 0.47 0.42 0.52 0.68 0.60 0.77 0.58 0.68 0.5
Dissimilarity 0.68 0.83 0.74 0.57 0.77 0.67 1.28 0.96 1.11 ?
Contrast 1.03 1.21 1.12 1.12 1.42 1.27 0.94 0.75 0.86 ?

quite problematic due to their absence in Latin documents
from time to time.

Furthermore, the analysis of the script type co-
occurrence in Latin as well as in Cyrillic documents is
examined according to GLCM method. The obtained results
for each document are given in Table 10.

The co-occurrence descriptor for Latin and Cyrillic text
and its ratio is presented in Figure 13.

From the above results, some criteria can be established.
It is clear that uniformity and maximum probability receive
the most distinct values in Latin and Cyrillic text. Hence,
these descriptors are suitable for qualitative characterization
of Latin and Cyrillic text as well as for creating criteria to
distinguish a certain script type. From the above results, the
margin criteria should be uniformity of 0.3 and maximum
probability of 0.5. These values of both descriptors represent
the strong margin in qualifying the script in certain Serbian
text. If we accompany them with the criteria obtained from

frequency analysis of the script type occurrence, then the full
criteria of decision making can be established. This will lead
to correct recognition of the script in Serbian text.

5. Conclusion

The paper proposed the algorithm for recognition of exact
script in Serbian document. Documents in Serbian language
can be written in two different scripts: Latin or Cyrillic.
The proposed algorithm converts document written in Latin
and Cyrillic script into cipher text. This way, all alphabetic
characters are exchanged with only four different encrypted
signs according to predefined encryption based on text line
structure definition. Such ciphers texts are then subjected to
the frequency and co-occurrence analysis. According to the
obtained results a criteria for recognition of the certain script
is proposed. The proposed method is applied to the custom-
oriented database which includes different types of printed
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and web documents. The experiment shows encouraging
results. Possible applications can be seen in the area of web
page recognition.

Future work will be toward the recognition of related
languages as well as different languages written in the same
script.
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This study considers Rao test and Wald test for adaptive detection based on a diversely polarized antenna (DPA) in partially
homogeneous environment. The theoretical expressions for the probability of false alarm and detection are derived, and constant
false alarm rate (CFAR) behaviour is remarked on. Furthermore, the monotonicities of detection probability of the two detectors
are proved, and a polarization optimization detection algorithm to enhance the detection performance is proposed.The numerical
simulations are conducted to attest to the validity of the above theoretical analysis and illustrate the improvement in the detection
performance of the proposed optimization algorithm.

1. Introduction

Detecting a signal of interest in the presence of noise is often
encountered in radar/sonar signal processing. In an ideal
situation, the noise in the training data is assumed to share the
same covariance matrix as that in the test data. This situation
is often referred to as a homogeneous environment. In this
case, many classic algorithms, such as the generalized like-
lihood ratio test (GLRT) detector [1] and adaptive matched
filter (AMF) detector [2], are widely used. A prominent fea-
ture of the two detectors is constant false alarm rate (CFAR).
The GLRT detector is obtained through replacing all the
unknown parameters with their maximum likelihood (ML)
estimates under each hypothesis within one step [1]. We refer
to this procedure as a one-step design procedure. On the
opposite, theAMFdetector is derivedwith an adhoc two-step
design procedure [2]. In other words, this design procedure is
the first to assume that the noise covariance matrix is known,
and to obtain the GLRT test by maximizing over other
unknown parameters. The ML estimate of the noise covari-
ance matrix based on the training data alone is then sub-
stituted into this test. In the following, the GLRT and AMF
detectors are referred to as the one-step and two-step GLRT-
based detectors, respectively.

However, nonhomogeneous environments may be
encountered in many practical applications [3]. In airborne

radars, for instance, the ground clutter in the test and training
data is generated by reflections from different portions of the
ground. The power level fluctuations of the ground clutter
might arise due to variations in terrain [4]. Several models
have been proposed for the nonhomogeneous environments
[5]. One of thesemodels is the partially homogeneousmodel,
where the noise covariance matrix has the same structure in
the test and training data samples but may differ by a scaling
factor. This partially homogeneous model is also used in a
wireless communication system with fades over multiple
sources of interference [6]. The detection problems in the
partially homogeneous environments have recently attracted
much attention [6–17]. Many detection algorithms, such as
matched subspace detector (MSD) [12] and adaptive subspace
detector (ASD) [13], are proposed to deal with detection
problems in the partially homogeneous environment. Notice
that the ASDs contain the common one-step and two-step
GLR-based detectors for the case in which the scaling factor
of the test data may deviate from that of the training data
[3]. Additionally, the CFAR ASD has been proved to be a
uniformly most powerful invariant test [6, 17]. Interestingly,
the CFAR ASD exhibits great robustness to the scaling of
the test data, whereas Kelly’s GLR detector [1] and Robey’s
AMF [2] are sensitive to the scaling factor and even cease to
be CFAR [6]. Reference [16] showed that the CFAR ASD is
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GLRT when the test measurement is not constrained to have
the same noise level as the training data.

Moreover, the GLRT has been the most commonly
employed one in signal processing. Nevertheless, since there
is no particular a priori reason to exploit the GLRT rather
than the others, during the last three decades, Rao test [18]
and Wald test [19] applied to practical signal processing
detection problems have started to appear in open literature.
For instance, in [20], an adaptive detector based on Rao
criterion is devised to discriminate the presence of a deter-
ministic signal, with unknown amplitude, in Gaussian noise
with unknown but structured (AR parameterized) spectra. In
[21, 22], Rao andWald tests are, respectively, derived to detect
a signal with unknown amplitude in homogeneous Gaussian
disturbance with unknown covariance matrix. In [23], Rao
test has been applied to the problemof radar space-time adap-
tive processing (STAP), while in [24, 25], Rao and Wald tests
are devisedwith reference to adaptive detection of distributed
targets in non-Gaussian clutter. In [26–28], Rao and Wald
tests have been applied to multiple-input multiple-output
radar detection in compound-Gaussian clutter. Finally, in
[29, 30], the coincidence and statistical equivalence of the
GLRT, Rao test, and Wald test are proved.

As is well known, a diversely polarized antenna (DPA) has
some inherent advantages over a scalar sensor, since it can
handle signals based on their polarization characteristics.The
tripole antenna in this paper is a common diversely polarized
antenna, and it consists of threemutually perpendicular short
dipoles—all centered at the same location, and it has as its
output the three components of the impinging electric filed
[31].

Generally, the performance of a radar system is associated
with many characteristics of the transmitted signals, such
as polarization [32]. Therefore, the system performance (for
example, detection capability) can be improved by optimally
selecting the transmitted signals. In [33], the authors have
developed a polarimetric detector based only on several
primary data vectors and shown that this test statistic has the
standard 𝐹-distribution. Hence, the detection performance
of the polarimetric detector can be improved by optimally
choosing the polarization of the transmitted pulses to max-
imize the noncentrality parameter. Based on a diversely
polarized antenna, [34, 35] addressed the problems of adap-
tive detection and performance enhancement by optimally
selecting the polarization of the transmitted pulses of theDPA
in homogeneous and partially homogeneous environments.
Hence, the detection performance of the polarimetric detec-
tor can be improved by optimally choosing the polarization
of the transmitted pulses to maximize the noncentrality
parameter.

In this paper, we study Rao test andWald test for adaptive
detection based on a DPA in partially homogeneous environ-
ment. Our main contribution is to derive the expressions for
the probabilities of false alarm and detection of Rao test and
Wald test with unknown noise covariance matrix structure
based on a DPA, in the partially homogeneous environment.
It is found from these expressions derived that Rao test and
Wald test have the CFAR property. The other contribution

of this paper is that the monotonicities of detection prob-
ability of the two detectors are proved and a polarization
optimization detection algorithm to enhance the detection
performance is proposed. The improvement in the detection
performance of the DPA is achieved by using the proposed
algorithm to optimally select the polarization of the transmit-
ted pulses.

The rest of this paper is organised as follows. The
statement of the problem and the description of the signal and
noise models are given in Section 2. The theoretical expres-
sions for the probability of false alarm and detection of Rao
andWald detectors are derived in Section 3. The monotonic-
ities of detection probability of the two detectors are proved
in Section 4. Polarization optimization detection algorithm
is proposed in Section 5. The simulation results of the two
detectors as well as the GLRT are displayed in Section 6.
Lastly, conclusions are given in Section 7.

2. Signal Model

In this section, we consider a detection problem in partially
homogeneous environments. The received 𝑄-dimensional
complex vector x, commonly called primary data or test data,
is constrained to be of the form

x = Σs + n, (1)

where Σ is a known 𝑄 × 𝑞 dimension signal subspace
matrix representing the system response associated with the
characteristics of the transmitted signals (e.g., polarization),
and suppose that𝑄 > 𝑞 and rank(Σ) = 𝑞; s is a 𝑞-dimensional
deterministic but unknown complex vector accounting for
the target reflectivity and the channel propagation effects;
n is a noise data vector and is assumed to have a complex
circularGaussian distributionwith zeromean and covariance
matrix 𝜇R, that is, n ∼ CN(0, 𝜇R), where R is an unknown,
positive definite noise covariance matrix structure and 𝜇 is
an unknown scaling of the noise in the test data. Notice that
the scaling factor accounts for the noise power mismatch
between the primary and secondary data. The arbitrary
scaling between the primary and secondary data is important
in some realistic scenarios [3].

Suppose that 𝐾 (𝐾 > 𝑄) secondary data samples free of
the target signal, that is {y

𝑘
, 𝑘 = 1, . . . , 𝐾 | y

𝑘
∼ CN(0,R)},

are available. The problem of detection is to decide whether
the target signal is present or not in the range cell under test.
This problem can be posed in terms of a binary hypotheses
test. We let the null hypothesis (𝐻

0
) be that no target signal

is present and let the alternative hypothesis (𝐻
1
) be that the

data contains target signal. Hence, the detection problem is
to decide between the null hypothesis and the alternative one
and can be stated as a parameter test:

𝐻
0
: {

x ∼ CN (0, 𝜇R) ,
y
𝑘
∼ CN (0,R) , 𝑘 = 1, . . . , 𝐾,

𝐻
1
: {

x ∼ CN (Σs, 𝜇R) ,
y
𝑘
∼ CN (0,R) , 𝑘 = 1, . . . , 𝐾.

(2)
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3. Adaptive detectors

Now, a brief introduction about ASD is explained in order to
study Rao test and Wald test performances.

In practice, a prior knowledge on the covariance matrix
structure is usually unknown. According to [35], the detector
used to handle the detection problemwith unknownR, which
is referred to as ASD, is

Ψ =
x𝐻R̂−1Σ(Σ𝐻R̂−1Σ)

−1

Σ
𝐻R̂−1x

x𝐻R̂−1x

𝐻
0

≶
𝐻
1

𝑔ASD, (3)

where 𝑔ASD ∈ (0, 1) is the detection threshold and R̂ =

∑
𝐾

𝑘=1
y
𝑘
y𝐻
𝑘
.The superscript “𝐻” denotes complex conjugation

transpose.
The false alarm probability function of ASD can be

written as

𝐹 (𝑔ASD) = 𝑃
ASD
FA {Ψ > 𝑔ASD|𝐻

0

} = ∫

1

0

𝑃
ASD
FA|𝜌𝑓𝜌 (𝜌) 𝑑𝜌, (4)

where 𝜌 denotes a loss factor whose distribution is

𝑓
𝜌
(𝜌) =

𝐾!𝜌
𝐾−𝑄+𝑞

(1 − 𝜌)
𝑄−𝑞−1

(𝑄 − 𝑞 − 1)! (𝐾 − 𝑄 + 𝑞)!
, 0 < 𝜌 < 1,

𝑃
ASD
FA|𝜌 = (

1 − 𝑔ASD
1 − 𝑔ASD𝜌

)

𝐾−𝑄+1 𝑞

∑

𝑗=1

𝐶
𝑞−𝑗

𝐾−𝑄+𝑞−𝑗
[
𝑔ASD(1 − 𝜌)

1 − 𝑔ASD𝜌
]

𝑞−𝑗

.

(5)

Furthermore, the probability detection function of ASD
is [3]

𝑍 (𝑔ASD) = 𝑃
ASD
𝐷

{Φ > 𝑔ASD|𝐻
1

} = ∫

1

0

𝑃
ASD
𝐷|𝜌

𝑓
𝜌
(𝜌) 𝑑𝜌, (6)

where the probability of detection conditioned on 𝜌 is

𝑃
ASD
𝐷|𝜌

= 1 − [
𝑔ASD(1 − 𝜌)

1 − 𝑔ASD𝜌
]

𝑞−1

(
1 − 𝑔ASD
1 − 𝑔ASD𝜌

)

𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞
[
𝑔ASD(1 − 𝜌)

1 − 𝑔ASD
]

𝑗

× exp[
−Γ𝜌 (1 − 𝑔ASD)

1 − 𝑔ASD𝜌
]

𝑗−1

∑

𝑚=0

1

𝑚!
[
Γ𝜌 (1 − 𝑔ASD)

1 − 𝑔ASD𝜌
]

𝑚

,

Γ = s𝐻 [Σ𝐻(𝜇R)−1Σ] s.
(7)

Reference [29] proved that Rao test, Wald test, and GLRT
[16] coincide in the presence of partially homogeneous com-
plex circular Gaussian disturbance with unknown covariance
matrix and Rao test which can be written as

Φ =
𝑄 (𝐾 + 1 − 𝑄)Ψ

(𝐾 + 1) (𝐾 + 1 + 𝑄Ψ)

𝐻
0

≶
𝐻
1

𝑔
𝑅,1

(8)

⇐⇒ Ψ

𝐻
0

≶
𝐻
1

𝑔
𝑅,2
=

𝑔
𝑅,1
(𝐾 + 1)

2

𝑄 [𝐾 + 1 − 𝑄 − (𝐾 + 1) 𝑔
𝑅,1
]
, (9)

where 𝑔
𝑅,1

∈ (0, 𝑄(𝐾 + 1 − 𝑄)/(𝐾 + 1)(𝐾 + 1 + 𝑄)) denotes
the appropriate modification of thethreshold in [29]. Let 𝛼 =
(𝑄(𝐾+1−𝑄)− (𝐾+1)(𝑄+𝐾+1)𝑔

𝑅,1
)/(𝑄(𝐾+1−𝑄)− (𝐾+

1)(𝑄 + 𝜌𝐾 + 𝜌)𝑔
𝑅,1
) (0 < 𝛼 < 1). The false alarm probability

of Rao test can be written as

𝑃
Rao
FA {Φ > 𝑔

𝑅,1
|
𝐻
0

}

= 𝑃
ASD
FA {Ψ > 𝑔

𝑅,2
|
𝐻
0

}

= 𝑃
ASD
FA

{

{

{

Ψ >
𝑔
𝑅,1
(𝐾 + 1)

2

𝑄 [𝐾 + 1 − 𝑄 − (𝐾 + 1) 𝑔
𝑅,1
]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐻
0

}

}

}

= 𝐹(
𝑔
𝑅,1
(𝐾 + 1)

2

𝑄 [𝐾 + 1 − 𝑄 − (𝐾 + 1) 𝑔
𝑅,1
]
)

= ∫

1

0

𝑃
Rao
FA|𝜌𝑓𝜌 (𝜌) 𝑑𝜌,

(10)

where

𝑃
Rao
FA|𝜌 = 𝛼

𝐾−𝑄+1

𝑞

∑

𝑗=1

𝐶
𝑞−𝑗

𝐾−𝑄+𝑞−𝑗
(1 − 𝛼)

𝑞−𝑗

. (11)

The detection probability of Rao test can be written as

𝑃
Rao
𝐷

{Φ > 𝑔
𝑅,1

󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑃
ASD
𝐷

{Ψ > 𝑔
𝑅,2

󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑃
ASD
𝐷

{Ψ >
𝑔
𝑅,1
(𝐾 + 1)

2

𝑄 [𝐾 + 1 − 𝑄 − (𝐾 + 1) 𝑔
𝑅,1
]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑍(
𝑔
𝑅,1
(𝐾 + 1)

2

𝑄 [𝐾 + 1 − 𝑄 − (𝐾 + 1) 𝑔
𝑅,1
]
)

= ∫

1

0

𝑃
Rao
𝐷|𝜌

𝑓
𝜌
(𝜌) 𝑑𝜌,

(12)

where

𝑃
Rao
𝐷|𝜌

= 1 − (1 − 𝛼)
𝑞−1

𝛼
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞
(
1 − 𝛼

𝛼
)

𝑗

exp (−Γ𝜌𝛼)

×

𝑗−1

∑

𝑚=0

1

𝑚!
(Γ𝜌𝛼)

𝑚

.

(13)

From [29] we can get Wald test

Ω =
𝑄Ψ

(𝐾 + 1 − 𝑄) (1 − Ψ)

𝐻
0

≶
𝐻
1

𝑔
𝑊,1

(14)

⇐⇒ Ψ

𝐻
0

≶
𝐻
1

𝑔
𝑊,2

=
𝑔
𝑊,1
(𝐾 + 1 − 𝑄)

𝑄 + (𝐾 + 1 − 𝑄) 𝑔
𝑊,1

, (15)
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where 𝑔
𝑊,1

∈ (0,∞) denotes the appropriate modification of
the threshold in [29, p. 387, formula (12)]. Let 𝛽 = 𝑄/(𝑄+(1−
𝜌)(𝐾+1−𝑄)𝑔

𝑊,1
), 0 < 𝛽 < 1, and the false alarm probability

of Wald test can be written as

𝑃
Wald
FA {Ω > 𝑔

𝑊,1
|
𝐻
0

}

= 𝑃
ASD
FA {Ψ > 𝑔

𝑊,2
|
𝐻
0

}

= 𝑃
ASD
FA {Ψ >

𝑔
𝑊,1
(𝐾 + 1 − 𝑄)

𝑄 + (𝐾 + 1 − 𝑄)𝑔
𝑊,1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐻
0

}

= 𝐹(
𝑔
𝑊,1
(𝐾 + 1 − 𝑄)

𝑄 + (𝐾 + 1 − 𝑄) 𝑔
𝑊,1

)

= ∫

1

0

𝑃
Wald
FA|𝜌 𝑓𝜌 (𝜌) 𝑑𝜌,

(16)

where

𝑃
Wald
FA|𝜌 = 𝛽

𝐾−𝑄+1

𝑞

∑

𝑗=1

𝐶
𝑞−𝑗

𝐾−𝑄+𝑞−𝑗
(1 − 𝛽)

𝑞−𝑗

. (17)

The detection probability of Wald test can be written as

𝑃
Wald
𝐷

{Ω > 𝑔
𝑊,1

󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑃
ASD
𝐷

{Ψ > 𝑔
𝑊,2

󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑃
ASD
𝐷

{Ψ >
𝑔
𝑊,1
(𝐾 + 1 − 𝑄)

𝑄 + (𝐾 + 1 − 𝑄)𝑔
𝑊,1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐻
1

}

= 𝑍(
𝑔
𝑊,1
(𝐾 + 1 − 𝑄)

𝑄 + (𝐾 + 1 − 𝑄) 𝑔
𝑊,1

)

= ∫

1

0

𝑃
Wald
𝐷|𝜌

𝑓
𝜌
(𝜌) 𝑑𝜌,

(18)

where

𝑃
Wald
𝐷|𝜌

= 1 − (1 − 𝛽)
𝑞−1

𝛽
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞
(
1 − 𝛽

𝛽
)

𝑗

exp (−Γ𝜌𝛽)

×

𝑗−1

∑

𝑚=0

1

𝑚!
(Γ𝜌𝛽)

𝑚

.

(19)

From (10) and (16) we can see that Rao test andWald test
have the desirable constant false alarm rate (CFAR) property
with respect to both the shared noise covariance matrix
structure R and the scaling 𝜇 of the noise in the test data.

4. The Monotonicities of
Detection Probability

In this section, the monotonicities of detection probability
are proved. Firstly, a proposition is introduced, and then

a polarization optimization detection algorithm is proposed
to enhance the detection performance of the two detectors.

Proposition 1. Both 𝑃
Rao
𝐷

and 𝑃
Wald
𝐷

are monotonically
increasing functions for Γ > 0. (Since R−1 is positive definite,
we have Γ > 0.)

Proof. We transform (14) into an equivalent form as (20) in
[35], and then we have 0 < 𝛼 < 1. Using (17), we can obtain

𝑑𝑃
Rao
𝐷

𝑑Γ
= ∫

1

0

𝑑𝑃
Rao
𝐷|𝜌

𝑑Γ
𝑓
𝜌
(𝜌) 𝑑𝜌

= ∫

1

0

(1 − 𝛼)
𝑞−1

𝛼
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞

× (
1 − 𝛼

𝛼
)

𝑗

(𝜌𝛼) exp (−Γ𝜌𝛼) 𝑓
𝜌
(𝜌)

×

𝑗−1

∑

𝑚=0

{
1

𝑚!
(Γ𝜌𝛼)

𝑚

−
𝑚

𝑚!
(Γ𝜌𝛼)

𝑚−1

} 𝑑𝜌

= ∫

1

0

(1 − 𝛼)
𝑞−1

𝛼
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞

× (
1 − 𝛼

𝛼
)

𝑗

(𝜌𝛼) exp (−Γ𝜌𝛼) 𝑓
𝜌
(𝜌)

×
1

(𝑗 − 1)!
(Γ𝜌𝛼)

𝑗−1

𝑑𝜌.

(20)

It follows from 0 < 𝛼 < 1 and Γ > 0 that the function
of 𝜌 in the integral in the right-hand side of (20) is positive
for 0 < 𝜌 < 1 and is zero for 𝜌 = 0 or 1. Thus, the integral
of this function over [0, 1] is greater than zero; namely, the
derivative in (20) is positive.

Proof. We transform (8) into an equivalent form as (20) in
[35], and then we have 𝑔

𝑊,1
∈ (0,∞). Using (12), we can

obtain

𝑑𝑃
Wald
𝐷

𝑑Γ
= ∫

1

0

𝑑𝑃
Wald
𝐷|𝜌

𝑑Γ
𝑓
𝜌
(𝜌) 𝑑𝜌

= ∫

1

0

(1 − 𝛽)
𝑞−1

𝛽
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞

× (
1 − 𝛽

𝛽
)

𝑗

(𝜌𝛽) exp (−Γ𝜌𝛽) 𝑓
𝜌
(𝜌)

×

𝑗−1

∑

𝑚=0

{
1

𝑚!
(Γ𝜌𝛽)

𝑚

−
𝑚

𝑚!
(Γ𝜌𝛽)

𝑚−1

} 𝑑𝜌

= ∫

1

0

(1 − 𝛽)
𝑞−1

𝛽
𝐾−𝑄+1

×

𝐾−𝑄+1

∑

𝑗=1

𝐶
𝑞+𝑗−1

𝐾−𝑄+𝑞
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× (
1 − 𝛽

𝛽
)

𝑗

(𝜌𝛽) exp (−Γ𝜌𝛽) 𝑓
𝜌
(𝜌)

×
1

(𝑗 − 1)!
(Γ𝜌𝛽)

𝑗−1

𝑑𝜌.

(21)

It can be proved in the sameway that the derivative in (21)
is positive too. The proof is completed.

From the proposition above we can see that the greater
the value of Γ (Γ > 0), the better detection performance.
The detection performance of Rao test and Wald test can
be enhanced by designing the system response Σ to maxi-
mize the parameter Γ. The system response matrix can be
parameterized as Σ = Σ(𝜀). The problem of performance
enhancement of Rao test and Wald test can be formulated as

𝜀 = arg max
𝜀

{s𝐻 [Σ𝐻 (𝜀) (𝜇R)−1Σ (𝜀)] s} . (22)

5. Polarization Optimization
Detection Algorithm

ThematrixV is the response of the diversely polarized sensor
array [33]. If the array is a tripole antenna, it can be written as

V = [

[

− sin𝜑 − cos𝜑 sin𝜓
cos𝜑 − sin𝜑 sin𝜓
0 cos𝜓

]

]

, (23)

where 𝜑 and𝜓 denote the elevation and azimuth angles of the
target return with 𝜙 ∈ [0, 𝜋] and 𝜓 ∈ [−𝜋, 𝜋].

The vector z
𝑝
(𝑡) is the 𝑝th pulse of the narrowband

transmitted signal which can be represented by

z
𝑝
(𝑡) = [

𝑧
1𝑝

𝑧
2𝑝

] 𝑎
𝑝
(𝑡)

= [
cos𝛼
𝑝

sin𝛼
𝑝

− sin𝛼
𝑝

cos𝛼
𝑝

] [
cos𝛽
𝑝

𝑗 sin𝛽
𝑝

] 𝑎
𝑝
(𝑡) ,

(24)

where 𝑧
1𝑝

and 𝑧
2𝑝

are the signal components on the polar-
ization basis of transmitter, 𝛼

𝑝
and 𝛽

𝑝
are the orientation and

ellipticity angles of polarization ellipse with 𝛼
𝑝
∈ [−𝜋/2, 𝜋/2]

and 𝛽
𝑝
∈ [−𝜋/4, 𝜋/4], and 𝑎

𝑝
(𝑡) (𝑝 = 1, . . . , 𝑃) is the complex

envelope of the𝑝th transmitted signal pulse and each element
of a
𝑝
= [𝑎
𝑝
(𝑡
1𝑝
), . . . , 𝑎

𝑝
(𝑡
𝑀𝑝
)]
𝑇 (𝑝 = 1, . . . , 𝑃) with 𝑡

𝑚𝑝
(𝑚 =

1, . . . ,𝑀) denoting the 𝑚th sampling instant within the 𝑝th
pulse.

The polarization matrix of each diversely polarized pulse
(𝑝 = 1, . . . , 𝑃) is given by

E
𝑝
= [

𝑧
1𝑝

0 𝑧
2𝑝

0 𝑧
2𝑝

𝑧
1𝑝

] . (25)

So the system response matrix can be written as

Σ =
[
[

[

a
1
⊗ VE
1

...
a
𝑃
⊗ VE
𝑃

]
]

]

, (26)

and matrix Σ has dimension 3𝑀𝑃×3, where 𝑃 is the number
of the transmitted pulses.

The noise covariance matrix is supposed to be R =

𝜎
2

𝑛
(I
𝑃
⊗C
3𝑀×3𝑀

), where 𝜎2
𝑛
is the noise power of each sample,

I
𝑃
denotes the 𝑃-dimensional identity matrix, and C

𝑚×𝑛
is

Gaussian shaped with one-lag correlation coefficient 𝜌
𝑐
= 0.9

[35]. That is to say,

C
𝑚×𝑛

=
[
[

[

𝑐
11

𝑐
12

⋅ ⋅ ⋅ 𝑐
1𝑛

...
... d

...
𝑐
𝑚1

𝑐
𝑚2

⋅ ⋅ ⋅ 𝑐
𝑚𝑛

]
]

]

, (27)

where 𝑐
𝑖𝑗
= 0.9
(𝑖−𝑗)
2

, 𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛.
Suppose R󸀠 = I

𝑃
⊗ C
3𝑀×3𝑀

and Γ =

(1/𝜇𝜎
2

𝑛
)s𝐻[Σ𝐻(R󸀠)−1Σ]s. Note that R󸀠 is real symmetric

matrix and (R󸀠)−1 is also real symmetric matrix. So (R󸀠)−1
can be decomposed into (R󸀠)−1 = G𝑇G uniquely, where
G is 3𝑀𝑃 × 3𝑀𝑃 dimension real upper triangular matrix.
Therefore, the fitness can be written as

Γ =
1

𝜇𝜎2
𝑛

s𝐻Σ𝐻G𝑇GΣs = 1

𝜇𝜎2
𝑛

(GΣs)𝐻GΣs. (28)

Suppose that H = GΣs and H is 3𝑀𝑃 × 1 dimension
complex vector. Then finding the maximum value of Γ is
equivalent to finding the maximummodulus value ofH.

Note that C
3𝑀×3𝑀

is real symmetric matrix and C−1
3𝑀×3𝑀

is also real symmetric matrix. So it can be decomposed into
C−1
3𝑀×3𝑀

= g𝑇g uniquely, where g is 3𝑀 × 3𝑀 dimension
real upper triangular matrix. Now we have an important
discovery: G = I

𝑃
⊗ g.

Proof. From the above analysis, we can get

C−1
3𝑀×3𝑀

= g𝑇g

⇐⇒ I
𝑃
⊗ C−1
3𝑀×3𝑀

= I
𝑃
⊗ g𝑇g

⇐⇒ I−1
𝑃
⊗ C−1
3𝑀×3𝑀

= (I
𝑃
⊗ g𝑇) (I

𝑃
⊗ g)

⇐⇒ (I
𝑃
⊗ C
3𝑀×3𝑀

)
−1

= (I
𝑃
⊗ g)𝑇 (I

𝑃
⊗ g) .

(29)

Due to (I
𝑃
⊗ C
3𝑀×3𝑀

)
−1

= G𝑇G, we can get

G = I
𝑃
⊗ g. (30)

ThenH can be written as

H = GΣs = (I
𝑃
⊗ g) Σs

= diag [g, . . . , g] [[
[

a
1
⊗ VE
1

...
a
𝑃
⊗ VE
𝑃

]
]

]

s

=
[
[

[

ga
1
⊗ VE
1
s

...
ga
𝑃
⊗ VE
𝑃
s

]
]

]

= [h
1
, h
2
, . . . , h

𝑃
]
𝑇

,

(31)
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where h
𝑝
= ga
𝑝
⊗ VE
𝑝
s, 𝑝 = 1, . . . , 𝑃 is a 𝑃-dimensional

complex vector group, and each one of them is a 3𝑀 × 1

dimension complex vector.
It is considered in our system that the polarization

parameters of different transmitted signal pulses are inde-
pendent of each other; that is, when 𝑖 ̸=𝑗 (𝑖 = 1, . . . , 𝑃; 𝑗 =

1, . . . , 𝑃) (𝛼
𝑖
, 𝛽
𝑖
) and (𝛼

𝑗
, 𝛽
𝑗
) are independent of each other.

Thus, we can get a conclusion that finding the maximum
modulus value ofH is equivalently decomposed into finding
the maximum modulus value of every vector in the complex
vector group: h

𝑝
, 𝑝 = 1, . . . , 𝑃.

Now we analyze the complex vector group: h
𝑝
= ga
𝑝
⊗

VE
𝑝
s, 𝑝 = 1, . . . , 𝑃, where real upper triangular matrix g

is fixed; when transmitted signal pulses and the sampling
form are fixed, the complex envelope of the 𝑝th transmitted
signal pulse a

𝑝
is fixed; when the target is deterministic,

the target reflectivity vector s is fixed; in the same pulse
interval, we assume that the elevation and azimuth angles
of the target fixed, that is, V, are fixed. Thus, there are
two variable parameters (𝛼

𝑝
, 𝛽
𝑝
) to be optimized in each

vector h
𝑝
, 𝑝 = 1, . . . , 𝑃. Therefore, the proposed algorithm

is to optimally choose the parameters (𝛼
𝑝
, 𝛽
𝑝
) to meet the

maximum modulus value of every vector in the complex
vector group: h

𝑝
, 𝑝 = 1, . . . , 𝑃.

The optimization detection algorithm is to find the max-
imum fitness function value: Γ(𝜀) = s𝐻[Σ𝐻(𝜀)(𝜇R)−1Σ(𝜀)]s,
and there are 𝑁

1
= 9𝑀

2

𝑃
2

+ 36𝑀𝑃 + 3 multiplications
in the fitness. The proposed algorithm is the equivalently
decomposed of previous method [35]. There are 𝑝 fitness
functions: h

𝑝
= ga
𝑝
⊗ VE
𝑝
s, 𝑝 = 1, . . . , 𝑃, and they totally

have𝑁
2
= 9𝑀

2

𝑃+30𝑀𝑃multiplications.Themultiplication
number of proposed method is a linear increasing as the
parameters increase, while it is a square increasing in the
previousmethod. From Figure 1 we can see that the proposed
method is much more efficient than the previous method.

In a special circumstance, 𝜆
1
a
1
= 𝜆
2
a
2
= ⋅ ⋅ ⋅ = 𝜆

𝑃
a
𝑃
=

a (𝜆
𝑘
∈ 𝑅, 𝑘 = 1, . . . , 𝑃), that is, a

1
, a
2
, . . . , a

𝑃
, are linear

correlation, for example, rectangular pulses [34]. Thus, we
get a conclusion that finding the maximummodulus value of
every vector in the complex vector group: h

𝑝
, 𝑝 = 1, . . . , 𝑃 is

degraded equivalent to finding the maximummodulus value
of any vector.

6. Experiment Results and Discussions

The experiment results are done by MATLAB program in
a PC computer with CPU: inter I3-2100, 3.1 GHz dual-core
processor, and 2GB memory.

6.1. Simulation Results of the Detection Performances. The
received data model with a coherent radar in [3] is adopted.
We set𝑄 = 8,𝐾 = 48. In order to decrease the computational
burden, the probability of false alarm is set to be 0.01.

The performances of the ASD, Rao test, and Wald test
operating with three polarimetric channels are compared
with that of the single and dual channel detectors in Figure 2.

Table 1: The maximum fitness function values got by two methods
(×106).

Methods 𝑃 1 2 3 4

Proposed
method

Fitness 1 1.5560 1.5560 1.5560 1.5560
Fitness 2 1.9668 1.9668 1.9668
Fitness 3 1.2143 1.2143
Fitness 4 1.5471
Sum 1.5560 3.5228 4.7371 6.2842

Previous
method Fitness 1.5560 3.5228 4.7371 6.2842

It is shown in Figure 2 that themore the used polarimetric
channels, the better the detection performance. In particular,
the three-channel detector significantly outperforms the
dual-channel detector due to the exploitation of the HV
channelwith higher SNR.

In Figure 3, the probability of detection of the dual-
channel detector as a function of SNR for different values of
noise level is plotted. As expected, the increase in the value
of 𝜇 results in a performance loss due to greater noise power
received by the radar system.

From Figures 2 and 3 we can see that the detection
performance curves of ASD and Rao andWald tests coincide
exactly. For this reason, Figures 2 and 3 are conducted to
attest to the coincidence of Rao test,Wald test, andGLRT and
illustrate the validity of the expressions for the probabilities
of false alarm and detection of Rao test and Wald test with
unknown noise covariance matrix structure based on a DPA,
in the partially homogeneous environment.

6.2. Simulation Results of Detection Performance Optimiza-
tion Algorithm. In this section, we validated the analytical
performance of the algorithms by computer simulations. In
the following simulations, we select 𝑃 = 1, 2, 3, 4; 𝑀 = 2;
𝜎
2

𝑛
= 1/3 and 𝜇 = 3; s = [2𝑖, −1𝑖, 0.5]𝑇; a

1
= [7 + 8𝑖, 8 − 2𝑖]

𝑇;
a
2
= [5+3𝑖, 6−9𝑖]

𝑇; a
3
= [3+7𝑖, 4−4𝑖]

𝑇; a
4
= [1+5𝑖, 2−8𝑖]

𝑇

in normal circumstance.
The analytical solution can be solved by the proposed

method theoretically, but the solution procedure is very
complex. Therefore, we use Taguchi optimization algorithm
to solve this problem.

As shown in Figure 4 and Table 1, the sum of the maxi-
mum fitness function values in the proposed method is the
same as the maximum fitness function value in the previous
method. And from Table 2 we can see that the two methods
get the same optimal polarization parameters. There is no
doubt that the numerical simulations are conducted to attest
to the validity of the above theoretical equivalence relation.

From Table 3 we can see that the proposed method
costs less time than the previous method. The numerical
simulations confirm the truth that themultiplication number
of proposed method is a linear increasing as the parameters
increase, while it is a square increasing in the previous
method.
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Figure 2: Detection performances of ASD, Rao test and Wald test
with different polarimetric channels.
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Figure 3: Detection performances of ASD, Rao test and Wald test
with 𝑞 = 2 for different noise level 𝜇 = 2, 3, 4.
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Figure 4: The fitness curves of two methods.

Table 2: The optimal polarization parameters got by two methods
(rad).

(𝛼
𝑝
, 𝛽
𝑝
) Previous method Proposed method

𝛼
1

0.5648 0.5648
𝛽
1

1.7805 1.7805
𝛼
2

0.4070 0.4070
𝛽
2

1.7996 1.7996
𝛼
3

0.5013 0.5013
𝛽
3

2.0538 2.0538
𝛼
4

0.3776 0.3776
𝛽
4

2.1467 2.1467

Table 3: The time cost by two methods (ms).

𝑃 Previous method Proposed method
1 47.139 43.702
2 164.46 87.175
3 354.16 130.52
4 457.63 178.48

From the above theoretical analysis and simulation exper-
iments we can get a conclusion that the proposedmethod can
get the same detection performance as previous method, but
it is more efficient than previous method.

Figure 5 depicts a three-dimensional distribution ofmod-
ulus value ofℎ

𝑝
when the orientation angle𝛼

𝑝
and the elliptic-

ity angle𝛽
𝑝
of polarization ellipse are valuedwithin the range:

𝛼
𝑝
∈ [−𝜋/2, 𝜋/2] and𝛽

𝑝
∈ [−𝜋/4, 𝜋/4]. FromFigure 3we can

Table 4: The maximum fitness function values got by two methods
in a special circumstance (×107).

Methods 𝑃 4

Proposed method

Fitness 1 0.1556
Fitness 2 0.6224
Fitness 3 1.4004
Fitness 4 2.4896
Sum 4.6880

Previous method Fitness 4.6880

see the proposed method. Comparing Tables 2 and 3 with
Figure 5, we can prove that the proposed algorithm is reliable.

Here we select 𝑃 = 4;𝑀 = 2; 𝜇 = 3; s = [2𝑖, −1𝑖, 0.5]𝑇;
a
1
= [7 + 8𝑖, 8 − 2𝑖]

𝑇; a
2
= 2a
1
; a
3
= 3a
1
; a
4
= 4a
1
in

special circumstance. From Figure 6, Table 4 and Table 5 we
can see that the following experiment results get the same
conclusion as Section 5 in detection performance analysis.
However, from Table 6 we can see that the efficiency of the
proposed method is 9 times more than the efficiency of the
previous method. The numerical simulations are conducted
to attest to the validity of the above theoretical analysis.

We consider two different cases (𝑞 = 3, 𝑃 = 4, 𝜇 = 3)
to illustrate the advantage of our optimization algorithm. In
Case 1, the polarization state is fixed. In Case 2, the polar-
ization state can be arbitrarily selected, and we use the pro-
posed optimization algorithm in Case 2. When depicting the
detection probability curves of Rao test and Wald test, the
probability of false alarm is set to be 10−4, and we choose the
statistical data model in [35].
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Figure 5: The distribution of modulus value of h.

Table 5: The optimal polarization parameters got by two methods
in a special circumstance (rad).

(𝛼
𝑝
, 𝛽
𝑝
) Previous method Proposed method

𝛼
1

0.5648 0.5648
𝛽
1

1.7805 1.7805
𝛼
2

0.5648 0.5648
𝛽
2

1.7805 1.7805
𝛼
3

0.5648 0.5648
𝛽
3

1.7805 1.7805
𝛼
4

0.5648 0.5648
𝛽
4

1.7805 1.7805

We can see that the detection performance of both
the detectors is indeed enhanced by utilizing the proposed
algorithm.The gains with respect to the conventional case are
approximately 1 dB inCase 2, respectively, when the detection
probability is 0.9. Comparing Figures 7(a) and 7(b), we can

Table 6: The time cost by two methods in a special circumstance
(ms).

Previous method Proposed method
443.72 43.542

find that the performances of Rao test and Wald test are
exactly the same and it is attested to coincidence of Rao test
and Wald test again.

7. Conclusions

In this paper, we study Rao test and Wald test for adaptive
detection based on a DPA in partially homogeneous environ-
ment. Firstly, we derive the expressions for the probabilities
of false alarm and detection of Rao test and Wald test
with unknown noise covariance matrix structure based on a
DPA, in the partially homogeneous environment. It is found
from these derived expressions that Rao test and Wald test
have the CFAR property. Secondly, the monotonicities of
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Figure 7: Performance comparisons of Rao test and Wald test between different cases.

detection probability of the two detectors are proved, and
a polarization optimization detection algorithm to enhance
the detection performance is proposed. The improvement in
the detection performance of the DPA is achieved by using
the proposed algorithm to optimally select the polarization

of the transmitted pulses. The theoretical analyses and the
numerical simulations are conducted to attest to detection
of the performance advantage of the proposed optimization
algorithm. What is more, the proposed method was much
more efficient than the previous method.
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Automated abnormal brain detection is extremely of importance for clinical diagnosis. Over last decades numerous methods
had been presented. In this paper, we proposed a novel hybrid system to classify a given MR brain image as either normal or
abnormal. The proposed method first employed digital wavelet transform to extract features then used principal component
analysis (PCA) to reduce the feature space. Afterwards, we constructed a kernel support vector machine (KSVM) with RBF kernel,
using particle swarm optimization (PSO) to optimize the parameters C and 𝜎. Fivefold cross-validation was utilized to avoid
overfitting. In the experimental procedure, we created a 90 images dataset brain downloaded fromHarvardMedical School website.
The abnormal brain MR images consist of the following diseases: glioma, metastatic adenocarcinoma, metastatic bronchogenic
carcinoma, meningioma, sarcoma, Alzheimer, Huntington, motor neuron disease, cerebral calcinosis, Pick’s disease, Alzheimer
plus visual agnosia, multiple sclerosis, AIDS dementia, Lyme encephalopathy, herpes encephalitis, Creutzfeld-Jakob disease, and
cerebral toxoplasmosis. The 5-folded cross-validation classification results showed that our method achieved 97.78% classification
accuracy, higher than 86.22% by BP-NN and 91.33% by RBF-NN. For the parameter selection, we compared PSO with those of
random selection method. The results showed that the PSO is more effective to build optimal KSVM.

1. Introduction

Magnetic resonance imaging (MRI) is an imaging technique
that produces high quality images of the anatomical struc-
tures of the human body, especially in the brain, and pro-
vides rich information for clinical diagnosis and biomedical
research. The diagnostic values of MRI are greatly magnified
by the automated and accurate classification of the MRI
images.

Wavelet transform is an effective tool for feature extrac-
tion from MR brain images, because they allow analysis of
images at various levels of resolution due to its multires-
olution analytic property. However, this technique requires
large storage and is computationally expensive [1]. In order
to reduce the feature vector dimensions and increase the dis-
criminative power, the principal component analysis (PCA)
has been used. PCA is appealing since it effectively reduces

the dimensionality of the data and therefore reduces the
computational cost of analyzing new data [2]. Then, the
problem of how to classify on the input data comes.

In recent years, researchers have proposed a lot of
approaches for this goal, which fall into two categories. One
category is supervised classification, including support vector
machine (SVM) [3] and 𝑘-nearest neighbors (𝑘-NN) [4].The
other category is unsupervised classification, including self-
organization feature map (SOFM) [3] and fuzzy 𝑐-means [5].
While all these methods achieved good results, yet the super-
vised classifier performs better than unsupervised classifier
in terms of classification accuracy (success classification rate)
[6].

Among supervised classification methods, the SVMs are
state-of-the-art classification methods based on machine
learning theory [7]. Compared with other methods such
as artificial neural network, decision tree, and Bayesian



2 The Scientific World Journal

network, SVMs have significant advantages of high accuracy,
elegant mathematical tractability, and direct geometric inter-
pretation. Besides, it does not need a large number of training
samples to avoid overfitting [8].

Original SVMs are linear classifiers. In this paper, we
introduced in the kernel SVMs (KSVMs), which extends
original linear SVMs to nonlinear SVM classifiers by apply-
ing the kernel function to replace the dot product form
in the original SVMs [9]. The KSVMs is allowed to fit
the maximum-margin hyperplane in a transformed feature
space. The transformation may be nonlinear, and the trans-
formed space may be high dimensional; thus though the
classifier is a hyperplane in the high-dimensional feature
space, it may be nonlinear in the original input space [10].

The structure of the rest of this paperwas organized as fol-
lows. Section 2 gave the detailed procedures of preprocessing,
including the discrete wavelet transform (DWT) and princi-
pal component analysis (PCA). Section 3 first introduced the
motivation and principles of linear SVM and then extended
it to softmargin, dual from. Section 4 introduced themethod
of PSO-KSVM. It first gave the principles of KSVM and then
used the particle swarm optimization algorithm to optimize
the values of parameters 𝐶 and 𝜎; finally it used 𝐾-fold
cross-validation to protect the classifier from overfitting.
The pseudocodes and flowchart were listed. Experiments in
Section 5 created a dataset brain of 90 brain MR images and
showed the results of each step. We compared our proposed
PSO-KSVM method with traditional BP-NN and RBF-NN
methods. Final Section 6 was devoted to conclusions and
discussions.

2. Preprocessing

2.1. Feature Extraction. The most conventional tool of signal
analysis is Fourier transform (FT), which breaks down a
time domain signal into constituent sinusoids of different
frequencies, thus transforming the signal from time domain
to frequency domain. However, FT has a serious drawback as
discarding the time information of the signal. For example,
analyst cannot tell when a particular event took place from a
Fourier spectrum.Thus, the classification will decrease as the
time information is lost.

Gabor adapted the FT to analyze only a small section of
the signal at a time. The technique is called windowing or
short-time Fourier transform (STFT) [11]. It adds a window
of particular shape to the signal. STFT can be regarded as
a compromise between the time information and frequency
information. It provides some information about both time
and frequency domain. However, the precision of the infor-
mation is limited by the size of the window.

Wavelet transform (WT) represents the next logical step:
a windowing technique with variable size. Thus, it preserves
both time and frequency information of the signal. The
development of signal analysis is shown in Figure 1.

Another advantage of WT is that it adopts “scale” instead
of traditional “frequency,” namely, it does not produce a time-
frequency view but a time-scale view of the signal. The time-
scale view is a different way to view data, but it is a more
natural and powerful way.
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Figure 1: The development of signal analysis.

2.2. Discrete Wavelet Transform. The discrete wavelet trans-
form (DWT) is a powerful implementation of the WT using
the dyadic scales and positions. The basic fundamental of
DWT is introduced as follows. Suppose that 𝑥(𝑡) is a square-
integrable function, then the continuous WT of 𝑥(𝑡) relative
to a given wavelet 𝜓(𝑡) is defined as

𝑊
𝜓
(𝑎, 𝑏) = ∫

∞

−∞

𝑥 (𝑡) 𝜓
𝑎,𝑏

(𝑡) 𝑑𝑡, (1)

where

𝜓
𝑎,𝑏

(𝑡) =
1

√𝑎
𝜓(

𝑡 − 𝑎

𝑏
) . (2)

Here, the wavelet 𝜓
𝑎,𝑏

(𝑡) is calculated from the mother
wavelet 𝜓(𝑡) by translation and dilation: 𝑎 is the dilation
factor, and 𝑏 is the translation parameter (both real positive
numbers). There are several different kinds of wavelets
which have gained popularity throughout the development
of wavelet analysis. The most important wavelet is the Harr
wavelet, which is the simplest one and often the preferred
wavelet in a lot of applications.

Equation (1) can be discretized by restraining 𝑎 and 𝑏 to a
discrete lattice (𝑎 = 2

𝑏 & 𝑎 > 0) to give the DWT, which can
be expressed as follows:

ca
𝑗,𝑘

(𝑛) = DS[∑

𝑛

𝑥 (𝑛) 𝑔
∗

𝑗
(𝑛 − 2

𝑗

𝑘)] ,

cd
𝑗,𝑘

(𝑛) = DS [∑
𝑛

𝑥 (𝑛) ℎ
∗

𝑗
(𝑛 − 2

𝑗

𝑘)] .

(3)

Here ca
𝑗,𝑘

and cd
𝑗,𝑘

refer to the coefficients of the approx-
imation components and the detail components, respec-
tively. 𝑔(𝑛) and ℎ(𝑛) denote the low-pass filter and high-
pass filter, respectively. 𝑗 and 𝑘 represent the wavelet scale
and translation factors, respectively. DS operator means the
downsampling.

The above decomposition process can be iterated with
successive approximations being decomposed in turn, so that
one signal is broken down into various levels of resolution.
The whole process is called wavelet decomposition tree,
shown in Figure 2.

2.3. 2D DWT. In case of 2D images, the DWT is applied to
each dimension separately. Figure 3 illustrates the schematic
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diagram of 2DDWT.As a result, there are 4 subband (LL, LH,
HH, and HL) images at each scale. The sub-band LL is used
for the next 2D DWT.

The LL subband can be regarded as the approximation
component of the image, while the LH,HL, andHHsubbands
can be regarded as the detailed components of the image. As
the level of decomposition increased, compacter but coarser
approximation component was obtained.Thus, wavelets pro-
vide a simple hierarchical framework for interpreting the
image information. In our algorithm, level 3 decomposition
via Harr wavelet was utilized to extract features.

2.4. Feature Reduction. Excessive features increase compu-
tation times and storage memory. Furthermore, they some-
times make classification more complicated, which is called
the curse of dimensionality. It is required to reduce the
number of features [12].

PCA is an efficient tool to reduce the dimension of a
data set consisting of a large number of interrelated variables
while retaining most of the variations. It is achieved by
transforming the data set to a new set of ordered variables
according to their variances or importance. This technique
has three effects: it orthogonalizes the components of the
input vectors, so that it uncorrelated with each other, it
orders the resulting orthogonal components, so that those
with the largest variation come first, and it eliminates those
components contributing the least to the variation in the data
set.

It should be noted that the input vectors should be
normalized to have zero mean and unity variance before

performing PCA.The normalization is a standard procedure.
Details about PCA could be seen in [13].

3. SVM Classifier

The introduction of support vector machine (SVM) is a
landmark of the field of machine learning [14]. The advan-
tages of SVMs include high accuracy, elegant mathematical
tractability and direct geometric interpretation [15]. Recently,
multiple improved SVMs have grown rapidly, among which
the kernel SVMs are the most popular and effective. Kernel
SVMs have the following advantages [16]: (1) work very well
in practice and have been remarkably successful in such
diverse fields as natural language categorization, bioinformat-
ics, and computer vision; (2) have few tunable parameters;
and (3) training often employs convex quadratic optimization
[17]. Hence, solutions are global and usually unique, thus
avoiding the convergence to local minima exhibited by other
statistical learning systems, such as neural networks.

3.1. Principles of Linear SVMs. Given a 𝑝-dimensional train-
ing dataset of size 𝑁in the form

{(𝑥
𝑛
, 𝑦
𝑛
) | 𝑥
𝑛
∈ 𝑅
𝑝

, 𝑦
𝑛
∈ {−1, +1}} , 𝑛 = 1, . . . , 𝑁, (4)

where 𝑦
𝑛
is either −1 or 1 corresponding to the class 1 or 2.

Each 𝑥
𝑛
is a 𝑝-dimensional vector. The maximum-margin

hyperplane which divides class 1 from class 2 is the support
vector machine we want. Considering that any hyperplane
can be written in the form of

wx − 𝑏 = 0, (5)

where ⋅ denotes the dot product and w denotes the normal
vector to the hyperplane. We want to choose the w and
𝑏 to maximize the margin between the two parallel (as
shown in Figure 4) hyperplanes as large as possible while still
separating the data. So we define the two parallel hyperplanes
by the equations as

wx − 𝑏 = ±1. (6)

Therefore, the task can be transformed to an optimization
problem. That is, we want to maximize the distance between
the two parallel hyperplanes, subject to prevent data falling
into the margin. Using simple mathematical knowledge, the
problem can be finalized as

min
w,𝑏

‖w‖

s.t. 𝑦
𝑛
(w𝑥
𝑛
− 𝑏) ≥ 1, 𝑛 = 1, . . . , 𝑁.

(7)

In practical situations the ‖w‖ is usually replaced by

min
w,𝑏

1

2
‖w‖
2

s.t. 𝑦
𝑛
(w𝑥
𝑛
− 𝑏) ≥ 1, 𝑛 = 1, . . . , 𝑁.

(8)

The reason leans upon the fact that ‖w‖ is involved in a
square root calculation. After it is superseded with formula
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Figure 4: The concept of parallel hyperplanes.

(8), the solution will not change, but the problem is altered
into a quadratic programming optimization that is easy to
solve by using Lagrange multipliers and standard quadratic
programming techniques and programs.

3.2. Soft Margin. However, in practical applications, there
may exist no hyperplane that can split the samples per-
fectly. In such case, the “soft margin” method will choose a
hyperplane that splits the given samples as clean as possible,
while still maximizing the distance to the nearest cleanly split
samples.

Positive slack variables 𝜉
𝑛
are introduced to measure the

misclassification degree of sample 𝑥
𝑛
(the distance between

the margin and the vectors 𝑥
𝑛
that lying on the wrong side

of the margin). Then, the optimal hyperplane separating the
data can be obtained by the following optimization problem:

min
w,𝜉,𝑏

1

2
‖w‖
2

+ 𝐶

𝑁

∑

𝑛=1

𝜉
𝑛

s.t. { 𝑦
𝑛
(w𝑥
𝑛
− 𝑏) ≥ 1 − 𝜉

𝑛

𝜉
𝑛
≥ 0,

𝑛 = 1, . . . , 𝑁,

(9)

where 𝐶 is the error penalty. Therefore, the optimization
becomes a tradeoff between a large margin and a small error
penalty. The constraint optimization problem can be solved
using “Lagrange multiplier” as

min
w,𝜉,𝑏

max
𝛼,𝛽

{
1

2
‖w‖
2

+ 𝐶

𝑁

∑

𝑛=1

𝜉
𝑛

−

𝑁

∑

𝑛=1

𝛼
𝑛
[𝑦
𝑛
(w𝑥
𝑛
− 𝑏) − 1 + 𝜉

𝑛
] −

𝑁

∑

𝑛=1

𝛽
𝑛
𝜉
𝑛
} .

(10)

The min-max problem is not easy to solve, so Cortes and
Vapnik proposed a dual form technique to solve it.

3.3. Dual Form. Thedual formof formula (9) can be designed
as

max
𝛼

𝑁

∑

𝑛=1

𝛼
𝑛
−

1

2

𝑁

∑

𝑛=1

𝑁

∑

𝑚=1

𝛼
𝑚
𝛼
𝑛
𝑦
𝑚
𝑦
𝑛
𝑘 (𝑥
𝑚
, 𝑥
𝑛
) ,

s.t.
{{{{

{{{{

{

0 ≤ 𝛼
𝑛
≤ 𝐶,

𝑁

∑
𝑛=1

𝛼
𝑛
𝑦
𝑛
= 0,

𝑛 = 1, . . . , 𝑁.

(11)

The key advantage of the dual form function is that the
slack variables 𝜉

𝑛
vanish from the dual problem, with the

constant 𝐶 appearing only as an additional constraint on
the Lagrange multipliers. Now, the optimization problem (11)
becomes a quadratic programming (QP) problem, which is
defined as the optimization of a quadratic function of several
variables subject to linear constraints on these variables.
Therefore, numerous methods can solve formula (9) within
milliseconds, like interior point method, active set method,
augmented Lagrangian method, conjugate gradient method,
simplex algorithm, and so forth.

4. PSO-KSVM

4.1. Kernel SVMs. Linear SVMs have the downside to linear
hyperplane, which cannot separate complicated distributed
practical data. In order to generalize it to nonlinear hyper-
plane, the kernel trick is applied to SVMs [18]. The resulting
algorithm is formally similar, except that every dot product is
replaced by a nonlinear kernel function. In another point of
view, the KSVMs allow to fit the maximum-margin hyper-
plane in a transformed feature space. The transformation
may be nonlinear, and the transformed space may be higher
dimensional; thus though the classifier is a hyperplane in the
higher-dimensional feature space, it may be nonlinear in the
original input space. For each kernel, there should be at least
one adjusting parameter so as to make the kernel flexible
and tailor itself to practical data. In this paper, RBF kernel is
chosen due to its excellent performance.The kernel is written
as

𝑘 (𝑥
𝑚
, 𝑥
𝑛
) = exp(−

󵄩󵄩󵄩󵄩𝑥𝑚 − 𝑥
𝑛

󵄩󵄩󵄩󵄩

2𝜎2
) . (12)

Put formula (12) into formula (11), and we got the final SVM
training function as
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) ,

s.t.
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{
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𝑁

∑
𝑛=1

𝛼
𝑛
𝑦
𝑛
= 0,

𝑛 = 1, . . . , 𝑁.

(13)

It is still a quadratic programming problem, and we chose
interior point method to solve the problem. However, there
is still an outstanding issue, that is, the value of parameters 𝐶
and 𝜎 in (13).
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4.2. PSO. To determine the best parameter of 𝐶 and 𝜎,
traditionalmethod uses trial-and-errormethods. It will cause
heavy computation burden and cannot guarantee to find
the optimal or even near-optimal solutions. Fei, W. [19] and
Chenglin et al. [20] proposed to use PSO to optimize the
parameters, respectively, and independently. The PSO is a
populated global optimization method, deriving from the
research of the movement of bird flocking or fish schooling.
It is easy and fast to implement. Besides, we introduced in
the cross-validation to construct the fitness function used for
PSO.

PSO performs search via a swarm of particles which is
updated from iteration to iteration. To seek for the optimal
solution, each particle moves in the direction of its previously
best position (𝑝best) and the best global position in the swarm
(𝑔best) as follows:

𝑝best
𝑖

= 𝑝
𝑖
(𝑘
∗

)

s.t. fitness (𝑝
𝑖
(𝑘
∗

)) = min
𝑘=1,...,𝑡

[fitness (𝑝
𝑖
(𝑘))] ,

𝑔best = 𝑝
𝑖
∗ (𝑘
∗

)

s.t. fitness (𝑝
𝑖
∗ (𝑘
∗

)) = min
𝑖=1,...,𝑃

𝑘=1,...,𝑡

[fitness (𝑝
𝑖
(𝑘))] ,

(14)

where 𝑖 denotes the particle index,𝑃 denotes the total number
of particles, 𝑘 denotes the iteration index, and 𝑡 denotes
the current iteration number, and 𝑝 denotes the position.
The velocity and position of particles can be updated by the
following equations:

V
𝑖
(𝑡 + 1) = 𝑤V

𝑖
(𝑡) + 𝑐

1
𝑟
1
(𝑝best

𝑖
(𝑡) − 𝑝

𝑖
(𝑡))

+ 𝑐
2
𝑟
2
(𝑔best (𝑡) − 𝑝

𝑖
(𝑡)) ,

𝑝
𝑖
(𝑡 + 1) = 𝑝

𝑖
(𝑡) + V

𝑖
(𝑡 + 1) ,

(15)

where V denotes the velocity. The inertia weight 𝑤 is used
to balance the global exploration and local exploitation. The
𝑟
1
and 𝑟
2
are uniformly distributed random variables within

range (0, 1). The 𝑐
1
and 𝑐
2
are positive constant parameters

called “acceleration coefficients.” Here, the particle encoding
is composed of the parameters 𝐶 and 𝜎 in (13).

4.3. Cross-Validation. In this paper we choose 5-fold con-
sidering the best compromise between computational cost
and reliable estimates. The dataset is randomly divided into
5 mutually exclusively subsets of approximately equal size, in
which 4 subsets are used as training set, and the last subset
is used as validation set. The abovementioned procedure
repeated 5 times, so each subset is used once for validation.
The fitness function of PSO chose the classification accuracy
of the 5-fold cross-validation:

fitness =
1

5

5

∑

𝑖=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑦
𝑠

𝑦
𝑠
+ 𝑦
𝑚

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
. (16)

Here 𝑦
𝑠
and 𝑦
𝑚
denote the number of successful classification

and misclassification, respectively. PSO is performed to
maximize the fitness function (classification accuracy).

4.4. Pseudocodes of Our Method. In total, our method can be
described as the following three stages, and the flowchart is
depicted in Figure 5.

Step 1 : Collecting MR brain images dataset.
Step 2 : Preprocessing (including feature extraction and fea-

ture reduction).
Step 3 : Fivefolded cross-validation.
Step 4 : Determining the best parameter.

Step 4.1 : Initializing PSO. The particles correspond to 𝐶

and 𝜎.
Step 4.2 : For each particle 𝑖, computer the fitness values.

Step 4.2.1 : Decoding the particle to parameters 𝐶 and
𝜎.

Step 4.2.2 : Using interior method to train KSVM
according to (13).

Step 4.2.3 : Calculating classification error according
to (16) as the fitness values.

Step 4.3 : Updating the 𝑔best and 𝑝best according to (14).
Step 4.4 : Updating the velocity and position of each

particle according to (15).
Step 4.5 : If stopping criteria is met, then jump to Step 4.6;

otherwise return to Step 4.2.
Step 4.6 : Decoding the optimal particle to corresponding

parameter 𝐶∗ and 𝜎
∗.

Step 5 : Constructing KSVM via the optimal 𝐶
∗ and 𝜎

∗

according to (13).
Step 6 : Submitting newMRI brains to the trained KSVM and

outputting the prediction.

5. Experiments and Discussions

The experiments were carried out on the platform of P4
IBM with 3.3GHz processor and 2GB RAM, running under
Windows XP operating system. The algorithm was in-house
developed via the wavelet toolbox, the biostatistical toolbox
of 32 bitMATLAB 2012a (theMathWorks).The programs can
be run or tested on any computer platforms where MATLAB
is available.

5.1. Database. The datasets brain consists of 90 T2-weighted
MR brain images in axial plane and 256 × 256 in-plane
resolution, which were downloaded from the website of
Harvard Medical School (URL: http://www.med.harvard
.edu/aanlib/home.html). The abnormal brain MR images
of the dataset consist of the following diseases: glioma,
metastatic adenocarcinoma, metastatic bronchogenic carci-
noma,meningioma, sarcoma, Alzheimer, Huntington, motor
neuron disease, cerebral calcinosis, Pick’s disease, Alzheimer
plus visual agnosia, multiple sclerosis, AIDS dementia, Lyme
encephalopathy, herpes encephalitis, Creutzfeld-Jakob dis-
ease, and cerebral toxoplasmosis.The samples of each disease
are illustrated in Figure 6.
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Figure 5: Methodology of our proposed PSO-KSVM algorithm.
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Figure 6: Sample of brain MRIs: (a) normal brain; (b) glioma, (c) metastatic adenocarcinoma; (d) metastatic bronchogenic carcinoma; (e)
meningioma; (f) sarcoma; (g)Alzheimer; (h)Huntington; (i)motor neurondisease; (j) cerebral calcinosis; (k) Pick’s disease; (l) Alzheimer plus
visual agnosia; (m) multiple sclerosis; (n) AIDS dementia; (o) Lyme encephalopathy; (p) herpes encephalitis; (q) Creutzfeld-Jakob disease;
and (r) cerebral toxoplasmosis.



The Scientific World Journal 7

Table 1: Detailed data of PCA.

Number of prin. comp. 1 2 3 4 5 6 7 8 9 10
variance (%) 32.81 44.53 52.35 57.71 61.97 65.02 67.78 70.18 72.46 74.56
Number of prin. comp. 11 12 13 14 15 16 17 18 19 20
variance (%) 76.41 78.2 79.7 81.12 82.27 83.38 84.35 85.29 86.05 86.8
Number of prin. comp. 21 22 23 24 25 26 27 28 29 30
variance (%) 87.53 88.2 88.8 89.35 89.86 90.35 90.84 91.3 91.73 92.15
Number of prin. comp. 31 32 33 34 35 36 37 38 39 40
variance (%) 92.54 92.9 93.24 93.58 93.9 94.21 94.5 94.76 95.02 95.27

Table 2: Methods of comparison between BP-NN, RBF-NN, and PSO-KSVM.

Method Confusion matrix Success Cases Sensitivity Specificity Classification accuracy

BP-NN 374 11

51 14
388 88.0% 56% 86.22%

RBF-NN 393 7

32 18
411 92.47% 72% 91.33%

PSO-KSVM 417 2

8 23
440 98.12% 92% 97.78%
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Figure 7: Illustration of 5-fold cross-validation of brain dataset
(we divided the dataset into 5 groups, and for each experiment, 4
groups were used for training, and the rest one group was used for
validation. Each group was used once for validation).

We randomly selected 5 images for each type of brain.
Since there are 1 type of normal brain and 17 types of
abnormal brain in the dataset, 5∗(1 + 17) = 90 images were
selected to construct the brain dataset, consisting of 5 normal
and 85 abnormal brain images in total.

The setting of the training images and validation images
was shown in Figure 7. We divided the dataset into 5 equally
distributed groups; each groups contain one normal brain

(a) (b)

Figure 8:Theprocedures of 3-level 2DDWT: (a) normal brainMRI;
(b) level 3 wavelet coefficients.

and 17 abnormal brains. Since 5-fold cross-validation was
used, we would perform 5 experiments. In each experiment,
4 groups were used for training, and the left 1 group was
used for validation. Each group was used once for validation.
In total, in this cross validation way, 360 images were for
training, and 90 images were for validation.

5.2. Feature Extraction. The three levels of wavelet decom-
position greatly reduce the input image size as shown in
Figure 8. The top left corner of the wavelet coefficients image
denotes for the approximation coefficients at level 3, of which
the size is only 32× 32 = 1024.The border distortion should be
avoided. In our algorithm, symmetric padding method [21]
was utilized to calculate the boundary value.

5.3. Feature Reduction. As stated above, the extracted features
were reduced from 65536 to 1024 by the DWT procedure.
However, 1024 was still too large for calculation. Thus, PCA
was used to further reduce the dimensions of features. The
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Table 3: Parameters of comparison by random selection method (the final row corresponds to our proposed method).

𝜎 𝐶 Success case Classification accuracy
Random 1 0.625 124.71 410 91.11%
Random 2 1.439 185.13 412 91.56%
Random 3 1.491 136.20 423 94.00%
Random 4 1.595 176.78 409 90.89%
Random 5 1.836 160.80 401 89.11%
Random 6 1.973 137.90 401 89.11%
Random 7 1.654 87.01 396 88.00%
Random 8 1.372 149.96 427 94.89%
Optimized 1.132 143.3 440 97.78%
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Figure 9: The curve of variances against number of principle
components (here we found that 39 features can achieve 95.02%
variances).

curve of cumulative sum of variance versus the number of
principle components was shown in Figure 9.

The variances versus the number of principle components
from 1 to 40 were listed in Table 1. It showed that only
39 principle components (bold font in table), which were
only 39/1024 = 3.81% of the original features, could preserve
95.02% of total variance.

5.4. Classification Accuracy. The KSVM used the RBF as
the kernel function. We compared our PSO-KVSM method
with one hidden-layer Back Propagation-Neural Network
(BP-NN) and RBF-Neural Network (RBF-NN). The results
were shown in Table 2. It showed that BP-NN correctly
matched 388 cases with 86.22% classification accuracy. RBF-
NN correctly matched 411 cases with 91.33% classification
accuracy. Our PSO-KSVM correctly matched 440 brain
images with 97.78% classification accuracy. Therefore, our
method had the most excellent classification performance.

5.5. Parameter Selection. The final parameters obtained by
PSO were 𝐶 = 143.3 and 𝜎 = 1.132. We compared this case
with random selection method, which randomly generated
the values of 𝐶 in the range of (50, 200) and 𝜎 in the range
of [0.5, 2], and then we compared them with the optimized
values by PSO (𝐶 = 143.3 and 𝜎 = 1.132). The results
achieved by random selectionmethodwere shown in Table 3.
We saw that the classification accuracy variedwith the change
of parameters 𝜎 and 𝐶, so it was important to determine the

optimal values before constructing the classifier.The random
selection method was difficult to come across the best values,
so PSO was an effective method for this problem compared
to random selection method.

6. Conclusions and Discussions

In this study we had developed a novel DWT + PCA + PSO-
KSVM hybrid classification system to distinguish between
normal and abnormalMRIs of the brain.Wepicked upRBF as
the kernel function of SVM. The experiments demonstrated
that the PSO-KSVM method obtained 97.78% classification
accuracy on the 5-folded 90-image dataset, higher than
86.22% of BP-NN and 91.33% of RBF-NN.

Future work should focus on the following four aspects.
First, the proposed SVM based method could be employed
for MR images with other contrast mechanisms such as T1-
weighted, proton density weighted, and diffusion weighted
images. Second, the computation time could be accelerated
by using advanced wavelet transforms such as the lift-up
wavelet. Third, Multiclassification, which focuses on brain
MRIs of specific disorders, can also be explored. Forth, novel
kernels will be tested to increase the classification accuracy
and accelerate the algorithm.

The DWT can efficiently extract the information from
original MR images with litter loss. The advantage of DWT
over Fourier transforms is the spatial resolution; namely,
DWT captures both frequency and location information. In
this study we choose the Harr wavelet, although there are
other outstandingwavelets such asDaubechies series.Wewill
compare the performance of different families of wavelet in
future work. Another research direction lies in the stationary
wavelet transform and the wavelet packet transform.

The importance of PCA was demonstrated in the Dis-
cussion. If we omitted the PCA procedures, we meet a
huge feature space (1024 dimensions) which will cause heavy
computation burden and lowered the classification accuracy.
There are some other excellent feature reduction methods
such as ICA, manifold learning. In the future, we will focus
on investigating the performance of those algorithms.

The reason we choose RBF kernel is that RBF takes
the form of exponential function, which enlarge the sample
distances to the uttermost extent. In the future, we will try to
test other kernel functions.
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The importance of introducing PSO is to determine the
optimal values of parameters𝐶 and𝜎. From random selection
method, we found it is hard to get the optimal values at the
parameter space.Therefore, the PSO is an effectiveway to find
the optimal values. Integrating PSO to KSVM enhance the
classification capability of KSVM.

The most important contribution of this paper is the
propose of a hybrid system, integrating DWT, PCA, PSO,
KSVM, and CV, used for identifying normal MR brains from
abnormal MR brains. It would be useful to help clinicians to
diagnose the patients.
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Aircraft automatic detection from very high-resolution (VHR) images plays an important role in a wide variety of applications.
This paper proposes a novel detector for aircraft detection from very high-resolution (VHR) remote sensing images. To accurately
distinguish aircrafts from background, a circle-frequency filter (CF-filter) is used to extract the candidate locations of aircrafts from
a large size image. A multi-level feature model is then employed to represent both local appearance and spatial layout of aircrafts
by means of Robust Hue Descriptor and Histogram of Oriented Gradients. The experimental results demonstrate the superior
performance of the proposed method.

1. Introduction

With the advent of the very high-resolution (VHR) earth
observation satellite programs, the spatial resolution of
remote sensing images dramatically increased from tens of
meters to tens of decimeters, such as QuickBird, GeoEye-1,
andWorldView-2. High-resolution images of a small number
of locations are publicly available via Google Earth at an
astonishing ground sampling distance (GSD) of 0.15 meter
[1]. The high-resolution satellite sensors can acquire high
definition images of ground objects with abundant spatial
details and contextual information, which make it feasible to
detect and recognize artificial targets, such as aircraft [2, 3],
vehicle [1, 4, 5], ship [6], and building [7, 8]. In this paper,
we concentrate on the problem of detecting aircrafts from
such high-resolution aerial and satellite imagery. Aircraft
automatic detection from VHR images plays an important
role in a wide variety of applications. Detecting and tracking
aircrafts in aerial videos is an important component in visual
surveillance systems. Images of military airport, along with
the distribution of aircrafts, can provide valuable information
for military monitoring. However, while image resolution
upgrades to decimeter level, background of ground targets

becomes complex and disturbing. It is therefore a challenging
task to detect ground targets in a cluttered background. The
presence of complex structures, such as buildings and airport
terminals, can cause many false alarms.

Various methods have been developed for object detec-
tion from remote sensing images. For example, Lei et al. [9]
proposed a color-enhanced rotation-invariant Hough forest
method for detecting aircrafts and buildings. Liu et al. [2] pre-
sented a coarse-to-finemethod by integrating shape prior; the
pose of an aircraft is roughly estimated by templatematching,
and a shape prior is used to segment the target. Li et al. [10]
proposed detecting aircrafts using a contour-based spatial
model. Inglada [11] proposed a supervised learning method
which used geometric image features to characterize classes
of objects. Akçay andAksoy [12] presented a geospatial object
detection method by using hierarchical segmentation which
combined spectral and structural information. Recently,
there are also some methods concentrating on detecting
objects in synthetic aperture radar (SAR) image [13, 14] and
hyperspectral image [15, 16].

Another group of methods utilizs a sliding window
approach. In this approach, a classifier is first trained to
recognize an object; a detection window is scanned over
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Figure 1: Flow diagram of the proposed method.
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Figure 2: Illustration of the aircraft regular patterns. (a) Bright aircraft (32 × 32 pixels); (b) regular pattern of the bright aircraft; (c) dark
aircraft (32 × 32 pixels); (d) regular pattern of the dark aircraft. The intensities along the red circle will change regularly from darkness to
brightness and will repeat four times.

the image; then the classifier is used to determine whether
the detection window contains an object or not. Kembhavi
et al. [1] proposed a vehicle detector by using partial least
square analysis to project high-dimensional features to a
much lower dimensional subspace, and then the computa-
tional burden can be reduced. Sun et al. [17] presented an
aircraft detector which applied a mapping strategy to encode
the geometric information in the detection window. Zhang
et al. [18] proposed a method to detect aircrafts by encoding
the features of the rotated parts and objects. These methods
rely on intensity-based features to capture the appearance
of the object and obtain good results. However, all the
pixels contained in the image are generally searched in
these methods, thus resulting in a number of false positive
detections. Moreover, due to the variability of color in a
cluttered background, color cues have been ignored by most
of these detection methods.

The proposed method improves the existing methods
by exploiting circle-frequency filter (CF-filter) [3] to extract
potential location of aircraft targets from the entire image.
Consequently, most of the cluttered background regions are
eliminated, and false alarms are therefore greatly reduced.
Moreover, a multilevel feature model that incorporates both
color and shape information is designed to identify air-
crafts by checking potential locations. Our method includes
a coarse-to-fine search process. The flow diagram of our
method is shown in Figure 1.

Stage 1 (candidate location extraction by circle-frequency
filter). Inspired by [3], CF-filter is applied to extract the can-
didate locations of aircraft.The goal of candidate extraction is

to reduce the false positives, for example, man-made objects
that may be detected as aircrafts, and false negatives.

Stage 2 (aircraft identification bymultilevel features). Robust
Hue Descriptor [19] and Histogram of Oriented Gradients
[20] are used to capture color and shape information of
aircrafts, respectively. Meanwhile, a multilevel feature model
is constructed to represent both local appearance and spatial
layout of aircrafts.

We implement the proposed method on remote sens-
ing images collected from aerial and WorldView-2 satellite
images. Our methods are also compared with two previously
proposed object detectionmethods, and experimental results
demonstrate the superior performance of the proposed
method.

2. Extraction of Aircraft Candidate Locations

The candidate location extraction is comprised of two steps:
circle-frequency filter (CF-filter) and candidate locations
extraction. To facilitate discussion, we begin this section with
a general introduction to CF-filter. We follow that with an
introduction on how candidate locations can be extracted.

2.1. Circle-Frequency Filter. The candidate extraction is based
on two common features of aircraft as follows. First, airplanes
and their background have difference in brightness. Second,
airplanes are comprised by four main bulges [3], that is,
head, tail, and two wings. If a circle is located at the center
of an aircraft, the intensities along the circle will change
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Figure 3: Illustration of CF-filter. (a) Original image; (b) CF-filtered result.

regularly from darkness to brightness and will repeat four
times. Figures 2(a) and 2(c) are two examples of typical
airplanes, that is, civil and military aircraft. In general, civil
aircraft is brighter than background, while military aircraft is
darker than background. Figures 2(b) and 2(d) illustrate the
regular patterns of the two aircrafts.
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expressed as
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If the whole image is filtered by CF-filter, a bright spot
will be generated at the center of an airplane. Figure 3 gives
an example of a CF-filtered image, where the values of CF-
filtered image are normalized to (0, 255). It can be seen
from Figure 3 that only the center of airplane has a strong
response. The CF-filter is rotation invariant; thus, airplanes
with different layouts can be detected by CF-filter.

2.2. Aircraft Candidate Locations Extraction. As mentioned
before, only the center of aircraft has a strong response in
the CF-filtered image. Therefore, aircraft candidates can be
extracted by removing low values of CF-filtered image. Here,
Otsu’s method [21] is used to calculate a global adaptive
threshold 𝑇 from CF-filtered image to remove low values,
most of which are produced by clutters within background.

According to the specific size of aircraft candidate (bright
spot), a simple shape analysis process is applied to eliminate
obvious false candidates. The pixels remained are considered
as true candidates; then these regions are forwarded to the
second stage.

3. Identifying Aircrafts by Multilevel Features

The appearance of an aircraft can be better captured when
color and shape information is combined together. In the
second stage, two classes of feature are involved in the
proposed solution: Robust Hue Descriptor and Histogram

of Oriented Gradients. We build a multilevel feature model,
which is akin to the image pyramid representation proposed
by Lazebnik et al. [22], to represent both local appearance and
spatial layout of an aircraft.

3.1. Robust Hue Descriptor. Color is an indispensable aspect
in describing the world around us. However, in a cluttered
background, the color representation of an object is greatly
interfered by photometric variance; thus, most of existing
methods avoid exploiting color information. To obtain a good
color descriptor, Van De Weijer et al. [19] proposed robust
hue (HUE) descriptor. Experiments show that this descriptor
is reliable under photometric and geometrical changes in
image retrieval and classification. The HUE descriptor is
represented by a histogram over hue computed from the
corresponding RGB values of each pixel according to

hue = arc tan(
√3 (𝑅 − 𝐺)

𝑅 + 𝐺 − 2𝐵
) . (2)

The HUE descriptor is invariant with respect to lighting
geometry. In our implementation, the HUE descriptor has 6
dimensions.

3.2. Histogram of Oriented Gradients. Histograms of Ori-
ented Gradients (HOG) [20] are used to capture the spatial
distribution of gradients. Since the HOG operator has been
proven to be robust and reliable for representing the shape of
an object, it is therefore involved into our feature model to
describe the shape information of aircrafts. In Dalal’s work,
the detection window of the HOG operator is split into small
cells, in which a 9-bin histogram of gradient orientations
is calculated. Every 2 × 2 cells are grouped together to
form a block; thus, each block has a 36-bin histogram
feature. Four blocks of features are then concatenated to
form the HOG descriptor. Maji et al. [23] proposed a Spa-
tial Histogram of Oriented Gradients (SPHOG) descriptor.
Compared to Dalal’s HOG descriptor, Maji’s descriptor com-
putes the oriented edge energy response by the magnitude
of odd elongated oriented filters. Experiments show that,
while combining with intersection kernel SVM (IKSVM),
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Figure 4: Multilevel feature representation.

the SPHOG descriptor outperforms the original single scale
HOG. Hence, we follow Maji’s method and use the odd
elongated oriented filters to compute oriented edge energy
and SPHOG descriptor.

3.3. Multilevel Feature Model. We build a multilevel feature
model to represent the color and shape information of
aircrafts. The detection window 𝑊

𝑖
is decomposed into a

sequence of increasingly finer spatial cells by repeatedly
doubling the number of decompositions. For cell 𝐶

𝑖
, the

feature representation is obtained by concatenation:
𝐶
𝑖
= [HUE

𝑖
,HOG

𝑖
] . (3)

The feature vector for each cell is a 15-dimensional vector
(HUE descriptor has 6 dimensions, and HOG descriptor has
9 dimensions). The number of pixels assigned to a specified
color bin or gradient bin is the sum over those contained
in the four cells it is divided into at a finer level. Hence,
the multilevel feature model is a pyramid representation.The
final features are the concatenations of all the 15-dimensional
feature vectors. As shown in Figure 4, the cell at level 𝑙 has 2𝑙
cells along each dimension. Therefore, level 0 is represented
by a 15-dimensional vector, level 1 by a 60-dimensional
vector, and so forth. Total features of the detection window
are a vector with dimensionality 15 × ∑

𝑙∈𝐿
4
𝑙. Through a

multilevel representation, the feature model captures both
the local image appearance and its spatial layout. In our
implementation, we use a feature model with three levels,
yielding a total of 21 cells.

In this paper, SVM with histogram intersection kernel
(IKSVM) [23] is applied as a classifier. For feature vectors x,
y ∈ R𝑛

+
, the intersection kernel 𝑘(x, y) can be expressed as

𝑘 (x, y) =
𝑛

∑

𝑖=1

min (𝑥 (𝑖) , 𝑦 (𝑖)) , (4)

and the classification is based on evaluating
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Maji et al. [23] noticed that the summation in (5) can be
reformed as
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min (𝑥 (𝑖) , 𝑥

𝑙
(𝑖))) + 𝑏

=

𝑛

∑

𝑖=1

ℎ
𝑖
(𝑥 (𝑖)) + 𝑏.

(6)

Consider the functions ℎ
𝑖
(𝑠) at fixed point 𝑖; 𝑥

𝑙
(𝑖) represents

the sorted values of𝑥
𝑙
(𝑖) in increasing order with correspond-

ing values of𝛼 and labels given by𝛼
𝑙
and𝑦
𝑙
. Let 𝑟be the largest

integer, such that 𝑥
𝑟
(𝑖) ≤ 𝑠; then we can get

ℎ
𝑖
(𝑠) =

𝑚

∑

𝑙=1

𝛼
𝑙
𝑦
𝑙
min (𝑠, 𝑥

𝑙,𝑖
) (7)

= ∑

1≤𝑙≤𝑟

𝛼
𝑙
𝑦
𝑙
𝑥
𝑙
(𝑖) + 𝑠 ∑

𝑟<𝑙≤𝑚

𝛼
𝑙
𝑦
𝑙 (8)

= 𝐴
𝑖
(𝑟) + 𝑠𝐵

𝑖
(𝑟) , (9)

where 𝐴
𝑖
(𝑟) = ∑

1≤𝑙≤𝑟
𝛼
𝑙
𝑦
𝑙
𝑥
𝑙
, 𝐵
𝑖
(𝑟) = ∑

𝑟<𝑙≤𝑚
𝛼
𝑙
𝑦
𝑙
. It is

obvious that (8) is piecewise linear and the function 𝐴
𝑖
and

𝐵
𝑖
are independent of the input data. Therefore, 𝑠 can be

precomputed by finding the position of 𝑠 = 𝑥(𝑖) in the sorted
list. Maji et al. [23] noticed that the support distributions
in each dimension tend to be smooth and concentrated.
Therefore, ℎ(𝑥) can be approximated by simpler functions,
and the prediction can be accelerated. In this paper, ℎ

𝑖
(𝑠)

is computed by a look-up table with a piecewise constant
approximation.

4. Experimental Results and Evaluation

4.1. Data Collection and Training. From the publicly available
Google Earth service and WorldView-2 satellite images, we
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Figure 5: Examples of positive and negative image patches of training dataset.
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Figure 6: Cross-validation results.

collected 914 positive image patches (aircrafts) and 1953
negative image patches. Negative image patches are randomly
chosen from the airport backgrounds. Each image patch has
a size of 32 × 32 pixels. Figure 5 shows parts of training image
patches of the dataset. We build our testing set by collecting
214 images of other airports containing 597 aircrafts in
China, Germany, and France. Each image contains multiple
instances of aircrafts with different orientations and sizes.

The IKSVM [23] is applied as a classifier in our method.
To find an optimal training set size, we carried out cross-
validation. A portion of the training set is selected to train
the IKSVM classifier, and then the performance of the
classifier is tested by the remaining images in the training set.
This process is repeated, and average accuracy is calculated.
The average training accuracy and testing accuracy versus
training set size are illustrated in Figure 6. The training
accuracy is high for all training set sizes, indicating that the
multilevel feature model is effective to distinguish the images
in the training set. The testing accuracy tends to be stable at
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Figure 7: Performance of the three detectors.

a high rate when the number of training images is more than
half of training set, which indicates that ourmethod is capable
of representing aircraft from a small training set.

4.2. Quantitative Evaluation. Wemanually label the aircrafts
appearing in all testing images as a ground truth. When a
detection to be marked is a true positive, more than 50% of it
must be detected.𝑀 denotes the total number of aircrafts in
testing images. The recall-precision curve (RPC) is chosen to
exhibit the tradeoff between recall and precision. Recall and
1 − precision are defined as

Recall = TP
(TP + FN)

,

1 − Precision = FP
(TP + FP)

,

(10)
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(a)

(b)

Figure 8: The effectiveness of CF-filter. (a) Detection results without CF-filter; (b) detection results with CF-filter.

where TP (true positive) denotes the number of true detected
aircrafts, FN (false negative) is the number of missed
detections, and FP (false positive) is the number of false
detected aircrafts. Therefore, recall denotes the number of
true detected aircrafts divided by the total number of aircrafts
in testing images and 1 − precision denotes the number
of false detected aircrafts divided by the elements detected.
The ratio recall/(1 − precision) is used to represent the
performance of the algorithm.

Since the size of aircraft in the testing set is unknown, the
testing images are scanned at multiple scales. At each scale,
the radius 𝑟 and the number of pixels 𝑁 in CF-filter are set
to 8 and 60, respectively. After candidate extraction, we use
the sliding window approach to detect aircrafts. The size of
the sliding window is 32 × 32 pixels, and the step is set to be
8 pixels.

We compared our method with two classical methods.
The first method is proposed by Dalal and Triggs [20], in
which a linear Support VectorMachine is exploited to classify
aircrafts and background by HOG features. The second
method is Maji’s approach [23], where the IKSVM is applied
as a classifier and spatial histograms of oriented gradients
(SPHOG) are calculated for the classifier. From Figure 7, we
can observe that the proposedmethod outperforms the other
two detectors. At the same recall level, the precision of the
proposed method is the best, which means that the false
alarms rate of the proposed method is the lowest. While at
the same precision level, the proposed method detects more
true positives.

In order to test the impact of CF-filter, our original
method is compared to the modified method without CF-
filter, see Figure 8. The first row is the experimental results
without CF-filter and the second row is the results with CF-
filter. It is obvious that false positives of our original method
are much less than the modified method. This is because
CF-filter can identify the shape of aircrafts in cluttered
background.

5. Conclusion and Future Work

In this paper, we proposed a coarse-to-fine method for
aircraft detection in VHR remote sensing images. CF-filter
is applied to extract the candidate locations of aircrafts in
the coarse stage. In the fine stage, a multilevel feature model
is designed to capture both the local appearance and spatial
layout of aircrafts. Meanwhile, Robust Hue Descriptor and
Histogram of Oriented Gradients are utilized to describe
the color and shape information of aircrafts. The experiment
results show the good performance of the proposed method.

Many satellite images provide more than red, green, and
blue channels; other channels such as infrared, coastal blue,
and red edge are often acquired. In the future work, we will
study how to utilize more spectral information to represent
aircrafts.
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